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Abstract. We introduce a quasisymmetric refinement of Stan-
ley’s chromatic symmetric function. We derive refinements of both
Gasharov’s Schur-basis expansion of the chromatic symmetric func-
tion and Chow’s expansion in Gessel’s basis of fundamental qua-
sisymmetric functions. We present a conjectural refinement of
Stanley’s power sum basis expansion, which we prove in special
cases. We describe connections between the chromatic quasisym-
metric function and both the q-Eulerian polynomials introduced in
our earlier work and, conjecturally, representations of symmetric
groups on cohomology of regular semisimple Hessenberg varieties,
which have been studied by Tymoczko and others. We discuss
an approach, using the results and conjectures herein, to the e-
positivity conjecture of Stanley and Stembridge for incomparabil-
ity graphs of (3 + 1)-free posets.
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1. Introduction

We study a quasisymmetric refinement of Stanley’s chromatic sym-
metric function. We present refined results for our quasisymmetric
functions, some proved herein and some conjectured, analogous to
known results and conjectures of Chow, Gasharov, Stanley and Stanley-
Stembridge on chromatic symmetric functions. We present also a con-
jecture relating our work to work of Tymoczko and others on represen-
tations of symmetric groups on the cohomology of regular semisimple
Hessenberg varieties. Some of the results in this paper were presented,
without proof, in our survey paper [ShWa3]. We assume throughout
that the reader is familiar with basic properties of symmetric and qua-
sisymmetric functions, as discussed in [St3, Chapter 7].

Let G = (V,E) be a graph. Given a subset S of the set P of pos-
itive integers, a proper S-coloring of G is a function κ : V → S such
that κ(i) 6= κ(j) whenever {i, j} ∈ E. Let C(G) be the set of proper
P-colorings of G. In [St4], Stanley defined the chromatic symmetric
function of G as

XG(x) :=
∑

κ∈C(G)

xκ,

where x := (x1, x2, . . . ) is a sequence of commuting indeterminants and
xκ :=

∏
v∈V xκ(v).

It is straightforward to confirm that XG(x) lies in the Q-algebra
ΛQ of symmetric functions in x1, x2, . . . with rational coefficients. The
chromatic symmetric function gives more information about proper
colorings than the well-studied chromatic polynomial χG : P → N.
(Recall that χG(m) is the number of proper {1, 2, . . . ,m}-colorings of
G.) Indeed, XG(1m) = χG(m), where XG(1m) is the specialization of
XG(x) obtained by setting xi = 1 for 1 ≤ i ≤ m and xi = 0 for i > m.
Chromatic symmetric functions are studied in various papers, including
[St4, St5, Ga1, Ga2, Ch1, Ch2, Wo, NW, MaMoWa, Hu, Gu1].

Some basic results on chromatic symmetric functions involve expan-
sions in various bases for ΛQ. The bases in question are indexed natu-
rally by the set Par of all integer partitions. If B = (bλ)λ∈Par is such a
basis and the coefficients of f ∈ ΛQ with respect to B are all nonneg-
ative, we say that f is b-positive. Bases of this type appearing herein
are the elementary basis (eλ)λ∈Par, the complete homogeneous basis
(hλ)λ∈Par, the Schur basis (sλ)λ∈Par and the power sum basis (pλ)λ∈Par.

A main motivation for our study is to understand the conjecture of
Stanley-Stembridge stated below and a related theorem of Gasharov
discussed in Section 6. Recall that the incomparability graph inc(P ) of
a poset P has as its vertices the elements of P , with edges connecting
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pairs of incomparable elements, and that P is called (r + s)-free if P
does not contain an induced subposet isomorphic to the direct sum of
an r element chain and an s element chain.

Conjecture 1.1 (Stanley-Stembridge conjecture [StSte, Conjecture
5.5], [St4, Conjecture 5.1]). Let G = (V,E) be the incomparability graph
of a (3 + 1)-free poset. Then XG(x) is e-positive.

A weaker result stating that XG(x) is Schur-positive, when G is as
in the conjecture, follows from results of Haiman [Ha]. Gasharov [Ga1]
proves this result by finding a formula for the coefficients of the Schur
functions in the Schur-expansion of XG(x). Schur-positivity means
that XG(x) is the Frobenius characteristic of a representation of the
symmetric group. The Stanley-Stembridge conjecture asserts that this
representation is a direct sum of representations induced from sign
characters of Young subgroups.

Our refinement is as follows.

Definition 1.2. Let G = (V,E) be a graph whose vertex set V is a
finite subset of P. The chromatic quasisymmetric function of G is

XG(x, t) :=
∑

κ∈C(G)

tasc(κ)xκ,

where

asc(κ) := |{{i, j} ∈ E : i < j and κ(i) < κ(j)}|.

It is straightforward to confirm thatXG(x, t) lies in the ring QSymQ[t].
That is, XG(x, t) is a polynomial in t with coefficients in the ring
QSymQ of quasisymmetric functions in x1, x2, . . . with rational coef-
ficients. (We can also think of XG(x, t) as lying in the ring QSymQ[t] of
quasisymmetric functions with coefficients in the polynomial ring Q[t],
but the first interpretation is more natural for our purposes.)

Note that the coefficients of XG(x, t) need not be symmetric func-
tions and that XG(x, t) depends not only on the isomorphism type of G
but on the pair (V,E). Indeed, we will see in Example 3.2(a) that if G
is the path 1−3−2 then the coefficients of XG(x, t) are not symmetric,
while in Example 3.2(b) we will see that if G is the path 1− 2− 3 then
the coefficients of XG(x, t) are indeed symmetric functions.

The graph 1− 2− 3 belongs to a class that will be of most interest
herein. A natural unit interval order is obtained as follows. Choose a
finite set of closed intervals [ai, ai + 1] (1 ≤ i ≤ n) of length one on the
real line, with ai < ai+1 for 1 ≤ i ≤ n− 1. The associated natural unit
interval order P is the poset on [n] := {1, . . . , n} in which i <P j if
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ai+1 < aj. A natural unit interval order is both (3+1)-free and (2+2)-
free. We show in Section 4 that if G is the incomparability graph of
a natural unit interval order then the coefficients of XG(x, t) are sym-
metric functions and form a palindromic sequence. This leads us to the
following refinement of the unit interval order case of Conjecture 1.1.
(This special case of Conjecture 1.1 is equivalent to a conjecture of
Stembridge on immanants [Ste1, Conjecture 4.4]; see [StSte, (5.1)].)

Conjecture 1.3. Let G be the incomparability graph of a natural unit
interval order. Then the palindromic polynomial XG(x, t) is e-positive
and e-unimodal. That is, if XG(x, t) =

∑m
j=0 aj(x)tj then aj(x) is e-

positive for all j, and aj+1(x) − aj(x) is e-positive whenever 0 ≤ j <
m−1

2
.

Conjecture 1.3 applies to posets that are both (3+1)-free and (2+2)-
free, while Conjecture 1.1 applies to the much larger class of (3+1)-free
posets. However, Guay-Paquet shows in [Gu1] that if Conjecture 1.1
holds for posets that are both (3+1)-free and (2+2)-free, then it holds
for all (3 + 1)-free posets. So, Conjecture 1.3 implies Conjecture 1.1.

In Section 6, we prove the weaker result that each aj(x) in Con-
jecture 1.3 is Schur-positive by giving a formula for the coefficients
of the Schur functions in the Schur-expansion of aj(x), which refines
Gasharov’s formula. It follows that each aj(x) is the Frobenius char-
acteristic of a representation of the symmetric group Sn. As with
Conjecture 1.1, our conjecture asserts that each such representation is
the direct sum of representations induced from sign representations of
Young subgroups. Thus we can consider XG(x, t) to be a graded (by
t) representation of Sn.

The palindromicity of XG(x, t), when G is the incomparability graph
of a natural unit interval order, suggests that XG(x, t) might be the
Frobenius characteristic of the representation of Sn on the cohomology
of some manifold. Conjecture 1.4 below says that this is essentially the
case.

For any n ∈ P, there is a natural bijection between the set of natural
unit interval orders on the set [n] and the set of regular semisimple
Hessenberg varieties of type An−1. Such varieties were studied by De
Mari and Shayman in [DeSh]. Regular semisimple Hessenberg varieties
associated to arbitrary crystallographic root systems were studied by
De Mari, Procesi and Shayman in [DePrSh]. A regular semisimple
Hessenberg variety of type An−1 admits an action of an n-dimensional
torus. This action satisfies the conditions necessary to apply the theory
given by Goresky, Kottwitz and MacPherson in [GoKoMacP], in order
to determine the cohomology of the variety. As observed by Tymoczko
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in [Ty3], the moment graph arising from this action admits an action
of Sn, and this determines a representation of Sn on the cohomology
of the variety. This cohomology is concentrated in even dimensions.

As is standard, we write ω for the involution on ΛQ that exchanges
eλ and hλ.

Conjecture 1.4. 1 Let P be a natural unit interval order with incom-
parability graph G = (V,E), and let H(P ) be the associated regular
semisimple Hessenberg variety. Then

(1.1) ωXG(x, t) =

|E|∑
j=0

chH2j(H(P ))tj,

where chH2j(H(P )) is the Frobenius characteristic of the representation
of Sn on the 2jth cohomology group of H(P ) described in [Ty3].

The truth of Conjecture 1.4 would give another proof of Schur-
positivity of XG(x, t). In addition, combined with the hard Lefschetz
theorem, it would establish Schur-unimodality, which is still open. We
have considerable evidence for Conjecture 1.4. As shown in Sections 9
and 10, H2j(H(P )) and the inverse Frobenius characteristic of the co-
efficient of tj in ωXG(x, t) have the same dimension. Moreover, an
interesting special case of the conjecture is known to be true.

For each positive integer n, the path Gn := 1 − 2 − · · · − n is the
incomparability graph of a natural unit interval order. The chromatic
quasisymmetric function XGn(x, t) has been studied in various guises
and it is the motivating example behind our work. It is the descent
enumerator for Smirnov words of length n, that is, words over the
alphabet P, with no equal adjacent letters. This is the context in
which the formula

(1.2)
∑
n≥0

XGn(x, t)zn =
(1− t)E(z)

E(zt)− tE(z)
,

which refines a formula of Carlitz, Scoville, and Vaughan [CaScVa],
was obtained by Stanley (see [ShWa2, Theorem 7.2]). (Here E(z) :=∑

n≥0 en(x)zn.) It follows from (1.2) and an obeservation of Haiman
[Ha] that XGn(x, t) is e-positive and e-unimodal.

In another direction, Stanley [St1, Proposition 7.7] used a recur-
rence of Procesi [Pr] to show that the right hand side of (1.2), with
E(z) replaced by H(z) :=

∑
n≥0 hn(x)zn, is equal to the generating

function for the Frobenius characteristic of the representation of Sn

on the cohomology of the toric variety Vn associated with the Coxeter

1See Section 11: Recent developments
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complex of type An−1. As noted in [DePrSh], the regular semisimple
Hessenberg variety associated to the natural unit interval order with
incomparability graph Gn is Vn. It follows that

(1.3) ωXGn(x, t) =
n−1∑
j=0

chH2j(Vn)tj,

as predicted by Conjecture 1.4.
For a graph G = ([n], E) and a permutation σ ∈ Sn, define invG(σ)

to be the number of edges {σ(i), σ(j)} ∈ E such that 1 ≤ i < j ≤ n and
σ(i) > σ(j). (So, invG generalizes the well-studied inversion statistic.)
It follows from results in [DeSh] and [DePrSh] (see [St1, Proposition
7.7]) that if natural unit interval order P has incomparability graph G
then the Poincaré polynomial for H(P ) is

(1.4)

|E|∑
j=0

dimH2j(H(P ))tj = AG(t) :=
∑
σ∈Sn

tinvG(σ).

When G = Gn, invG(σ) is the inverse descent number des(σ−1). Hence
AGn(t) is an Eulerian polynomial. For this reason AG(t) is referred to as
a generalized Eulerian polynomial in [DeSh]. In this paper, we study
a q-analog AG(q, t) of AG(t) defined by pairing invG with a classical
Mahonian permutation statistic of Rawlings [Ra]. We prove that

(1.5) AG(q, t) = (q; q)nps(ωXG(x, t)),

where ps denotes the stable principal specialization and (p; q)n =∏n−1
i=0 (1 − pqi). We use this and results in [ShWa2] to show that

AGn(q, t) equals the q-Eulerian polynomial

An(q, t) :=
∑
σ∈Sn

qmaj(σ)−exc(σ)texc(σ)

introduced in [ShWa1, ShWa2].
The paper is organized as follows. In Section 2 we discuss some

basic properties of XG(x, t). While the easy results in this Section
hold for arbitrary graphs on subsets of P, the results in the remainder
of the paper concern incomparability graphs of posets. In Section 3
we describe the expansion of XG(x, t) in Gessel’s basis of fundamental
quasisymmetric functions. When t is set equal to 1, this reduces to
Chow’s [Ch2, Corollary 2] expansion of XG(x). The expansion in the
basis of fundamental quasisymmetric functions is used in Section 9 to
obtain (1.5) and other results on AG(q, t).

In Section 4 we give various characterizations of the natural unit
interval orders and discuss some of their properties. Here we prove



CHROMATIC QUASISYMMETRIC FUNCTIONS 7

that if G is the incomparability graph of a natural unit interval order
then XG(x, t) is symmetric in x. In the remaining sections of the paper,
G is assumed to be the incomparability graph of a natural unit interval
order. In Section 5 we discuss Conjecture 1.3.

Section 6 contains the proof of our refinement of Gasharov’s result
giving the coefficients in the Schur basis expansion of XG(x, t) in terms
of a type of tableau called a P -tableau. From this we prove that the
coefficient of s1n is

∏n−1
i=1 [1 + ai]t, where ai := |{{i, j} ∈ E : i < j}|

and [k]t denotes the t-number 1 + t + · · · + tk−1. Thus this coefficient
is a palindromic, unimodal polynomial, as follows from a standard tool
discussed in Appendix B.

Expansion in the power sum basis is discussed in Section 7. We
use our refinement of Gasharov’s expansion, the Murnaghan-Nakayama
rule, and combinatorial manipulations to prove that the coefficient of
1
n
pn in the power sum basis expansion of ωXG(x, t) is [n]t

∏n
j=2[bj]t,

where bj = |{{i, j} ∈ E : i < j}|. Since this coefficient is the same as
the coefficient of en in the e-basis expansion of XG(x, t), this product
formula gives some additional support for Conjecture 1.3. Again we can
conclude that the coefficient is a palindromic, unimodal polynomial.
We also present two versions of a conjectured combinatorial formula
for the coefficient of pλ in the p-basis expansion for arbitrary partitions
λ. It can be shown that upon setting t = 1, this formula reduces to a
result of Stanley in [St4].

In Section 8 we consider certain natural unit interval orders P having
very few pairs of comparable elements, and obtain explicit formulae for
all the coefficients in the Schur basis and e-basis expansions of Xinc(P )

as sums of products of t-numbers. Once again, e-unimodality (and
palindromicity) are evident from these formulas.

In Section 9 we examine specializations of ωXG(x, t). The stable
principal specialization yields, by (1.5), the generalized q-Eulerian poly-
nomials AG(q, t) and the nonstable principal specialization yields the
more general generalized (q, p)-Eulerian polynomials. We observe that
Conjecture 1.3 (or the weaker Schur-unimodality conjecture2) implies
the conjecture that AG(q, t) is q-unimodal, an assertion that is true for
G = Gn. The assertion is also true when we set q = 1 by (1.4) and
the hard Lefschetz theorem. We prove that when we set q equal to any
primitive nth root of unity ξn, AG(q, t) is a unimodal (and palindromic)
polynomial in t with nonnegative integer coefficients by deriving an ex-
plicit formula for AG(ξn, t). We conjecture that the same is true for any
nth root of unity, which was shown to be true for G = Gn in [SaShWa].

2See Section 11: Recent developments
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In Section 10 we describe the connection with Hessenberg varieties.
In particular Conjecture 1.4 and its consequences are discussed.

In the appendices we give background information on permutation
statistics, q-unimodality of the q-Eulerian numbers, and e-unimodality
of the Smirnov word enumerators. In Appendix C we derive an explicit
formula for the q-Eulerian numbers from which palindromicity and q-
unimodality are evident. An analogous formula for the Smirnov word
enumerator is also given.

2. Basic properties and examples

All terms used but not defined in this paper are defined in [St2]
or [St3]. For any ring R, let QSymR be the R-algebra of quasisym-
metric functions in variables x1, x2, . . . with coefficients in R and let
QSymn

R denote the R-submodule of QSymR consisting of homogeneous
quasisymmetric functions of degree n.

The following results are immediate consequences of Definition 1.2.

Proposition 2.1. Let G be a graph on a subset of P of size n. Then
XG(x, t) ∈ QSymn

Z[t].

Proposition 2.2. Let G and H be graphs on disjoint finite subsets of
P and let G+H be the disjoint union of G and H. Then

XG+H(x, t) = XG(x, t)XH(x, t).

Suppose G = (V,E), where V = {v1 < · · · < vn} ⊆ P. Then the

isomorphic graph G′ = ([n], E ′), where E ′ = {{i, j} ∈
(

[n]
2

)
: {vi, vj} ∈

E}, has the same chromatic quasisymmetric function as G; that is

XG(x, t) = XG′(x, t).

Hence, we may, without loss of generality, restrict our attention to
graphs on vertex set [n].

For n ≥ 0, the t-analogs of n and n! are defined as,

[n]t := 1 + t+ t2 + · · ·+ tn−1 and [n]t! :=
n∏
i=1

[i]t.

Example 2.3. Let G = ([n], ∅). Since every map κ : [n] → P is a
proper coloring, we have

(2.1) XG(x, t) = en1 .

Example 2.4. Let G = ([n],
(

[n]
2

)
). Since G is the complete graph, each

proper coloring κ is an injective map and there is a unique permutation
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σ ∈ Sn whose letters appear in the same relative order as κ(n), κ(n−
1), . . . , κ(1). Clearly inv(σ) = asc(κ). It follows from (A.2) that

(2.2) XG(x, t) = en
∑
σ∈Sn

tinv(σ) = [n]t! en.

Example 2.5. Let Gn = ([n], {{i, i + 1} : i ∈ [n − 1]}). Then Gn is
the path 1 − 2 − · · · − n. To each proper P-coloring κ of Gn one can
associate the word w(κ) := κ(n), κ(n − 1), . . . , κ(1). Such words are
characterized by the property that no adjacent letters are equal and
are sometimes referred to as Smirnov words. Note that asc(κ) counts
descents of w(κ). The descent enumerator Wn(x, t) for Smirnov words
is discussed in Appendix C.2. Since

(2.3) XGn(x, t) = Wn(x, t),

by Theorem C.3 we have,

(2.4) 1 +
∑
n≥1

XGn(x, t)zn =
(1− t)E(z)

E(zt)− tE(z)
,

where E(z) =
∑

n≥0 en(x)zn.

In the examples above, the polynomial XG(x, t) is symmetric in x.
This is not always the case, see Example 3.2(a).

Let α = (α1, . . . , αk) be a composition and let αrev denote the re-
verse composition (αk, . . . , α1). The monomial quasisymmetric func-
tion Mα(x) is defined by

Mα(x) :=
∑

i1<···<ik

xα1
i1
· · · xαkik .

Let ρ : QSymZ → QSymZ be the involution defined on the basis of
monomial quasisymmetric functions by ρ(Mα) = Mαrev for each com-
position α. Note that every symmetric function is fixed by ρ. Extend
the involution ρ to QSymZ[t].

Proposition 2.6. For all graphs G = (V,E), where V is a finite subset
of P,

ρ(XG(x, t)) = t|E|XG(x, t−1).

Proof. We construct an involution γ on C(G). For κ ∈ C(G), let γ(κ) :
V → P be the coloring defined by letting γ(κ)(v) = m1 + m2 − κ(v),
for each v ∈ V , where m1 = minu∈V κ(u) and m2 = maxu∈V κ(u).
It is clear that γ(κ) is a proper coloring and that asc(γ(κ)) = |E| −
asc(κ). This implies that the coefficient of xα1

1 x
α2
2 . . . xαmm tj in XG(x, t)

equals the coefficient of xα1
m x

α2
m−1 . . . x

αm
1 t|E|−j in XG(x, t) for all j ∈
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{0, 1, . . . , |E|} and compositions α := (α1, α2, . . . , αm) of |V |. It fol-
lows that the coefficient of Mαt

j in the expansion of XG(x, t) in the
basis (Mαt

j)α,j equals the coefficient of Mαrevt|E|−j in the expansion of
XG(x, t), which equals the coefficient of Mαt

|E|−j in the expansion of
ρ(XG(x, t)). Hence the desired result holds. �

Corollary 2.7. For all graphs G = (V,E), where V is a finite subset
of P, we have

ρ(XG(x, t)) =
∑

κ∈C(G)

tdes(κ)xκ,

where

des(κ) := |{{u, v} ∈ E : u < v and κ(u) > κ(v)}|.
Consequently if XG(x, t) ∈ ΛZ[t] then

(2.5) XG(x, t) =
∑

κ∈C(G)

tdes(κ)xκ.

Corollary 2.8. If XG(x, t) ∈ ΛZ[t] then XG(x, t) is palindromic in t

with center of symmetry |E|
2

, in the sense that XG(x, t) = t|E|XG(x, t−1)
(see Definition B.2).

3. Expansion in the fundamental basis

From now on we assume that a given graph G is the incomparability
graph inc(P ) of a poset P on some finite subset of P. In this section we
refine Chow’s [Ch2, Corollary 2] expansion of XG(x) in Gessel’s basis
of fundamental quasisymmetric functions. Expansion in the basis of
fundamental quasisymmetric functions is a useful tool for obtaining re-
sults about permutation statistics via specialization. This is discussed
in Section 9.

For n ∈ P and S ⊆ [n − 1], let D(S) be the set of all functions
f : [n]→ P such that

• f(i) ≥ f(i+ 1) for all i ∈ [n− 1], and
• f(i) > f(i+ 1) for all i ∈ S.

The fundamental quasisymmetric function associated with S ⊆ [n] is
defined as3

Fn,S :=
∑

f∈D(S)

xf ,

3This is a nonstandard version of Gessel’s fundamental quasisymmetric function.
Our Fn,S is equal to Lα(S) in [St3], where α(S) is the reverse of the composition

associated with S.
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where xf := xf(1)xf(2) · · ·xf(n). It is straightforward to confirm that
Fn,S ∈ QSymn

Z. In fact (see [St3, Proposition 7.19.1]), {Fn,S : S ⊆
[n− 1]} is a basis for QSymn

Z.
For a graph G := ([n], E), a G-inversion of a permutation σ ∈ Sn is

an edge {σ(i), σ(j)} ∈ E such that i < j and σ(i) > σ(j). Let invG(σ)
be the number of G-inversions of σ; that is

(3.1) invG(σ) := |{{σ(i), σ(j)} ∈ E : 1 ≤ i < j ≤ n, σ(i) > σ(j)}|.

For a poset P on [n] and σ ∈ Sn, define the P -descent set of σ as

(3.2) DESP (σ) := {i ∈ [n− 1] : σ(i) >P σ(i+ 1)}.

Clearly, when G is the complete graph, invG is the usual inv statistic
and when P is the chain 1 <P · · · <P n, DESP is the usual descent set
DES (see Appendix A).

We define ω to be the involution on QSymZ that maps Fn,S to
Fn,[n−1]\S for each n ∈ N and S ⊆ [n− 1].

Note that the restriction of ω to ΛZ is the involution mapping hn to
en for all n ∈ N.

Theorem 3.1. Let G be the incomparability graph of a poset P on [n].
Then

ωXG(x, t) =
∑
σ∈Sn

tinvG(σ)Fn,DESP (σ).

Proof. Our proof follows the same path as the proof of Corollary 2
in [Ch2]. We use the terminology sequencing and labeling from [Ch2].
Both a sequencing and a labeling of G are bijections from [n] to [n],
but for a sequencing, the codomain [n] is viewed as the vertex set of
G, and for a labeling, the domain [n] is viewed as the vertex set of G.

Let O(G) be the set of acyclic orientations of G. For ō ∈ O(G), let
asc(ō) be the number of directed edges (i, j) of ō for which i < j, and
C(ō) be the set of proper colorings κ : [n]→ P of G that are compatible
with the orientation ō in the sense that κ(i) < κ(j) whenever (i, j) is
a directed edge of ō. We have,

(3.3) XG(x, t) =
∑

ō∈O(G)

tasc(ō)
∑
κ∈C(ō)

xκ,

since each proper coloring κ of G is compatible with a unique acyclic
orientation ō of G, and asc(κ) = asc(ō).

We view each acyclic orientation ō ofG as a poset on [n] by taking the
transitive closure of the relations given by the directed edges of ō. For
any labeling α of G, let L(ō, α) denote the set of all linear extensions
of the labeled poset (ō, α); that is, L(ō, α) is the set of permutations
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[α(v1), . . . , α(vn)] (written in one line notation) such that if vi <ō vj
then i < j.

For each ō ∈ O(G), choose a decreasing labeling wō of the poset ō,
that is, choose wō so that wō(x) > wō(y) if x <ō y. Given a subset
S ⊆ [n− 1], define n− S := {i : n− i ∈ S}. It follows from Stanley’s
theory of P -partitions (see [St3, Corollary 7.19.5]) that

(3.4)
∑
κ∈C(ō)

xκ =
∑

σ∈L(ō,wō)

Fn,n−DES(σ).

Let e be the identity labeling of G (or ō). Each element of L(ō, e) is
a sequencing of G. For s ∈ L(ō, e), let wōs denote the product of wō

and s in the symmetric group Sn. We have σ ∈ L(ō, wō) if and only if
σ = wōs for some sequencing s ∈ L(ō, e). Hence (3.4) becomes

(3.5)
∑
κ∈C(ō)

xκ =
∑

s∈L(ō,e)

Fn,n−DES(wōs).

Combining (3.5) and (3.3), we obtain

(3.6) XG(x, t) =
∑

ō∈O(G)

tasc(ō)
∑

s∈L(ō,e)

Fn,n−DES(wōs).

Each sequencing s of G determines a unique acyclic orientation ō of G
for which s ∈ L(ō, e). Denote this acyclic orientation by ō(s). We can
therefore rewrite (3.6) as

XG(x, t) =
∑
s

tasc(ō(s))Fn,n−DES(wō(s)s),

where s ranges over all sequencings of G. Note that

asc(ō(s)) = invG(srev),

where srev denotes the reverse of the sequence s. Hence

(3.7) XG(x, t) =
∑
s∈Sn

tinvG(srev)Fn,n−DES(wō(s)s).

Up to this point, wō was an arbitrary decreasing labeling of the
poset ō. Now we need to use a specific decreasing labeling. For each
acyclic orientation ō of G, we construct a decreasing labeling w̃ō of ō
as follows: Since all maximal elements of ō are comparable in P there
will always be an element among these elements that is larger than the
others under P . Label this element with 1. Assuming that k elements
have already been labeled, label the P -largest element in the set of
maximal unlabeled elements of ō with k+1. Do this for k = 1 to n−1.

Claim: For all x, y that are incomparable in ō, if x <P y then
w̃ō(x) > w̃ō(y).
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Suppose the claim is false. Then there are incomparable x and y
in ō such that x <P y and w̃ō(x) < w̃ō(y). Consider the step in the
construction of w̃ō in which x is labeled. Since x <P y and x is labeled
ahead of y, there must be an unlabeled element z such that z >ō y and
z <P x. Choose an ō-minimal such z. Let

y <ō y1 <ō y2 <ō · · · <ō yk = z

be an unrefinable chain of the poset ō.
Since z is unlabeled, the yi’s are unlabeled. By the minimality of z

we have that

yi 6<P x

for each i ∈ [k − 1]. Since x is labeled before each yi, we have x 6<ō yi.
Since x and y are incomparable in ō and y <ō yi, we have yi 6<ō x.
Hence x and yi are incomparable in ō for each i. This implies that
there is no edge of G joining x to any of the yi’s. It follows that x is
comparable to each yi in P . In particular x and yk−1 are comparable in
P . Since yk−1 6<P x, we have x ≤P yk−1. Combining this with z <P x
yields z <P yk−1, which contradicts the fact that z and yk−1 are joined
by an edge in G. Therefore we have established the claim.

Next we use the claim to show that for any sequencing s of G,

(3.8) DESP (s) = [n− 1] \DES(w̃ō(s)s).

Let i ∈ DESP (s). This means that s(i) >P s(i + 1). Clearly s(i) and
s(i + 1) are incomparable in ō(s) since s ∈ L(ō(s), e). Thus the claim
implies that w̃ō(s)(s(i)) < w̃ō(s)(s(i+1)), which means that i ∈ [n−1]\
DES(w̃ō(s)s). Hence, DESP (s) ⊆ [n − 1] \ DES(w̃ō(s)s). Conversely, if
i ∈ [n− 1] \DES(w̃ō(s)s) then w̃ō(s)(s(i)) < w̃ō(s)(s(i+ 1)). Since w̃ō(s)

is a decreasing labeling, s(i) 6≤ō(s) s(i+1). Since s ∈ L(ō(s), e), we also
have s(i + 1) 6≤ō(s) s(i). Hence s(i) and s(i + 1) are incomparable in
ō(s). Therefore the claim can again be applied yielding i ∈ DESP (s).
Hence [n− 1] \DES(w̃ō(s)s) ⊆ DESP (s). We conclude that (3.8) holds.

By (3.7) and (3.8) we have,

ωXG(x, t) =
∑
s∈Sn

tinvG(srev)Fn,n−DESP (s).

For all σ ∈ Sn, we have n−DESP (σ) = DESP ∗(σ
rev), where P ∗ denotes

the dual of P . It follows that

ωXG(x, t) =
∑
σ∈Sn

tinvG(σ)Fn,DESP∗ (σ).

The result now follows from inc(P ∗) = inc(P ). �
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Example 3.2 (a). Let G be the graph with vertex set [3] and edge
set {{1, 3}, {2, 3}}. In other words G is the path 1 − 3 − 2. Then
G = inc(P ), where P is the poset on [3] whose only order relation is
1 <P 2. We have

S3 invG DESP
123 0 ∅
132 1 ∅
213 0 {1}
231 1 ∅
312 2 ∅
321 2 {2}

Hence by Theorem 3.1

ωXG(x, t) = (F∅ + F3,{1}) + 2F∅t+ (F∅ + F3,{2})t
2

= (h3 + F3,{1}) + 2h3t+ (h3 + F3,{2})t
2.

Note that XG(x, t) is not symmetric in x and that XG(x, t) is not
palindromic as a polynomial in t; cf. Corollary 2.8.

(b). Now let G be the graph with vertex set [3] and edge set
{{1, 2}, {2, 3}}. In other words G is the path 1−2−3. Then G = inc(P )
where P is the poset on [3] whose only order relation is 1 <P 3. We
have

S3 invG DESP
123 0 ∅
132 1 ∅
213 1 ∅
231 1 {2}
312 1 {1}
321 2 ∅

Hence by Theorem 3.1

ωXG(x, t) = F3,∅ + (2F3,∅ + F3,{1} + F3,{2})t+ F3,∅t
2

= h3 + (h3 + h2,1)t+ h3t
2.

Note that XG(x, t) is symmetric in x and that XG(x, t) is a palindromic
polynomial in t; cf. Corollary 2.8.

4. Natural unit interval orders

In this section we describe a general class of posets P for which
Xinc(P )(x, t) is symmetric in x.
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A unit interval order is a poset that is isomorphic to a finite collection
I of intervals [a, a+1] on the real line, partially ordered by the relation
[a, a + 1] <I [b, b + 1] if a + 1 < b. A well known characterization of
the unit interval orders is that they are (2 + 2)-free and (3 + 1)-free
(see [ScSu]). The isomorphism classes of unit interval orders form a
Catalan class, see [St3, Exercise 6.19 ddd].

Define a natural unit interval order to be a poset P on a finite subset
of P that satisfies both conditions

(1) x <P y implies x < y in the natural order on P, and
(2) if the direct sum {x <P z} + {y} is an induced subposet of P

then x < y < z in the natural order on P.

We provide now a useful characterization of natural unit interval
orders and show that our formal definition is equivalent to the informal
definition of natural unit interval orders given in the introduction.

Given a sequence m := (m1, . . . ,mn−1) of positive integers satisfying

(a) m1 ≤ m2 ≤ · · · ≤ mn−1 ≤ n, and
(b) mi ≥ i for all i,

let P (m) denote the poset on [n] with order relation given by i <P (m) j
if i < n and j ∈ {mi+1,mi+2, . . . , n}. (It is straightforward to confirm
that the given relation does indeed make P (m) a poset.)

Proposition 4.1. Let P be a poset on [n]. The following conditions
on P are equivalent.

(A) P is a natural unit interval order.
(B) P = P (m) for some m = (m1, . . . ,mn−1) satisfying conditions

(a) and (b) above.
(C) There exist n real numbers y1 < . . . < yn such that, for i, j ∈ [n],

yi + 1 < yj if and only if i <P j.

Proof. (A) =⇒ (B). Suppose that P is a natural unit interval order on
[n]. For each i ∈ [n− 1], let mi = max{j ∈ [n] : j 6>P i}. Since i 6>P i,
we have mi ≥ i. Let x < y ∈ [n − 1]. We need to show mx ≤ my.
Suppose mx > my. Then by construction of my, we have y <P mx. We
claim x is comparable to neither y nor mx. If x is comparable to y then
x <P y by condition (1) of the definition of natural unit interval order.
By transitivity this implies x <P mx, which is impossible. Hence x is
not comparable to y. If x is comparable to mx then x = mx, which
implies y <P x, contradicting condition (1). Now since x is comparable
to neither y nor mx, by condition (2) of the definition of natural unit
interval order we have y < x < mx, which is a contradiction. We
conclude that mx ≤ my. We have shown that m = (m1, . . . ,mn−1)
satisfies the conditions (a) and (b).
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To show P = P (m), we only need to show that for all x ∈ [n − 1],
if y is such that x < y < mx then x 6<P y. Suppose x <P y. Then
by condition (2) of the definition of natural unit interval order, mx is
comparable to x or y. Since mx is not comparable to x, it must be
comparable to y. By condition (1), mx >P y. By transitivity mx >P x,
which is impossible. Hence our assumption x <P y is false.

(B) =⇒ (C). Now suppose that P = P (m) for some m satisfying
conditions (a) and (b). We prove by induction on n that P satisfies
condition (C), the base case n = 1 being trivial. Assume that n > 1.
Let m′ = (m′1, . . . ,m

′
n−2), where m′i = min{n−1,mi} for all i ∈ [n−2].

Note that the subposet of P induced on [n− 1] is P (m′). By inductive
hypothesis, we can find y1 < . . . < yn−1 such that yi + 1 < yj if and
only if i <P (m′) j. Let us choose and fix such y1, . . . , yn−1. We may
assume that there do not exist i, j with yj − yi = 1. Indeed, if such i, j
exist, we may subtract some small number from yk for each k ≥ j to
obtain another sequence satisfying the desired conditions.

If m1 = n, then P is an antichain. We can ignore our original choices
and set yi = i

n
in this case. Ifmn−1 = n−1 then i <P n for all i ∈ [n−1].

In this case, we can choose yn = yn−1 + 2. If m1 < mn−1 = n, find
the smallest i such that mi = n. Then i and j are incomparable in
P whenever i < j < n, as are j and n. In particular, yi + 1 > yn−1.
On the other hand, j <P n for all j ∈ [i− 1]. In this case, we pick yn
strictly between max{yi−1 + 1, yn−1} and yi + 1.

(C) =⇒ (A). Assume that P satisfies (C). If i <P j then yi <
yi + 1 < yj and i < j in the natural order. If i <P k and neither i
nor k is comparable to j in P then yi + 1 < yk and yj ∈ [yi − 1, yi +
1] ∩ [yk − 1, yk + 1]. It follows that yi < yj < yk and i < j < k in the
natural order. Therefore, P is a natural unit interval order. �

It follows from the equivalence of (A) and (C) in Theorem 4.1 that
every natural unit interval order is a unit interval order and that every
unit interval order is isomorphic with some natural unit interval order.
As mentioned above, the number of isomorphism classes of unit inter-
val orders on n elements is the Catalan number Cn := 1

n+1

(
2n
n

)
. The

number of sequences of length n − 1 satisfying conditions (a) and (b)
above is also Cn. Indeed, this follows quickly from [St3, Exercise 6.19 s].
Thus we have the following result.

Proposition 4.2. Every unit interval order is isomorphic with a unique
natural unit interval order.

Example 4.3. For each r ∈ [n], define Pn,r to be the poset on [n] with
order relation given by i <Pn,r j if j − i ≥ r. The poset Pn,r is an



CHROMATIC QUASISYMMETRIC FUNCTIONS 17

example of a natural unit interval order. Indeed using the notation of
Proposition 4.1,

Pn,r = P (r, r + 1, r + 2, . . . , n, . . . , n).

The incomparabilty graph Gn,r of Pn,r is the graph with vertex set [n]
and edge set {{i, j} : 0 < j − i < r}. Note that Gn,2 is the path
Gn := 1 − 2 − · · · − n. This class of examples will appear throughout
the paper.

We show now that chromatic quasisymmetric functions of incompa-
rability graphs of natural unit interval orders are symmetric functions.

Lemma 4.4. Let G be the incomparability graph of a natural unit in-
terval order P and let κ be a proper P-coloring of G. For every integer
a, each connected component of the induced subgraph Gκ,a of G consist-
ing of vertices colored by a or a+1, is a path of the form i1−i2−· · ·−ij,
where i1 < · · · < ij.

Proof. Note first that Gκ,a is bipartite and therefore contains no cycle
of length three. If {x, y} and {y, z} are edges in G and {x, z} is not
then condition (2) in the definition of natural unit interval order implies
that either x < y < z or z < y < x. It follows that if i1−i2−· · ·−ij is a
path of Gκ,a then either i1 < i2 < · · · < ij or i1 > i2 > · · · > ij, which
implies that Gκ,a contains no cycle. So, every connected component
of Gκ,a is a tree. We claim that no vertex of Gκ,a has degree larger
than two, from which it follows that every connected component of
Gκ,a is a path with increasing vertices, as claimed. Indeed, assume for
contradiction that x, y, z are all neighbors of w in Gκ,a. Suppose x < w.
Then x < w < y and x < w < z since x − w − y and x − w − z are
paths in Gκ,a. But we cannot have w < y, z since y − w − z is also a
path in Gκ,a. �

Theorem 4.5. Let G be the incomparability graph of a natural unit
interval order. Then

XG(x, t) ∈ ΛZ[t].

Proof. For each a ∈ P, we construct an involution ψa on the set C(G)
of proper colorings of G that, for each proper coloring, exchanges the
number of occurrences of the color a with the number of occurrences
of the color a + 1, and preserves the statistic asc. From this we may
conclude that XG(x, t) is symmetric in x.

By Lemma 4.4, for κ ∈ C(G), each connected component of Gκ,a is
a path i1− i2− · · · − ij with i1 < · · · < ij. Let ψa(κ) be the coloring of
G obtained from κ by replacing each color a by a + 1 and each a + 1
by a in a connected component i1 − i2 − · · · − ij of Gκ,a whenever j is
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odd. (If j is even leave the coloring of the component unchanged.) It
is easy to see that ψa(κ) is a proper coloring. Moreover, the number of
occurrences of the color a in ψa(κ) is equal to the number of occurrences
of a+ 1 in κ, and the number of occurrences of the color a+ 1 in ψa(κ)
is equal to the number of occurrences of a in κ. It is also clear that
asc(κ) = asc(ψa(κ)) on each component, since i1 < · · · < ij. �

By Corollary 2.8 we have,

Corollary 4.6. If G is the incomparability graph of a natural unit
interval order then XG(x, t) is palindromic as a polynomial in t.

Remark 4.7. The converse of Theorem 4.5 does not hold. It would
be interesting to find a characterization of those graphs G for which
XG(x, t) is symmetric in x.

5. Expansion in the elementary basis

Recall the graph Gn,r given in Example 4.3. When r = 1, Gn,r is the
empty graph whose chromatic quasisymmetric function is en1 . When
r = 2, Gn,r is the path Gn of Example 2.5. Hence by (2.3), a closed
form formula for XGn,2(x, t) is given in Theorem C.4. Formulae for
some other values of r are derived in Section 8. For general r, we have
only a formula for the coefficient of en in the e-basis expansion, which
is given in Corollary 7.2. Table 1 gives a summary of these formulae.
The formulae get increasingly complex and difficult to compute as r
decreases from n down to 3.

r XGn,r (x, t)

1 en1

2

bn+1
2
c∑

m=1

∑
k1,...,km≥2∑

ki=n+1

e(k1−1,k2,...,km) t
m−1

m∏
i=1

[ki − 1]t

...
r en[n]t[r − 1]n−rt [r − 1]t! + ???

...
n− 2 en[n]t[n− 3]2t [n− 3]t! + e(n−1,1) t

n−3[n− 4]t!([2]t[n− 3]2t + [n− 1]t[n− 4]t)

+e(n−2,2)t
2n−7[2]t[n− 4]t!

n− 1 en[n]t[n− 2]t[n− 2]t! + e(n−1,1)t
n−2[n− 2]t!

n en[n]t!

Table 1. Expansion in the e-basis.
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See Definition B.2 for the definition of b-positivity and b-unimodality
of polynomials in ΛQ[t], where b is a basis for ΛQ. By Proposition B.1,
we see that for each formula of Table 1, the coefficient of each eλ is
a positive, unimodal and palindromic polynomial in t with the same
center of symmetry. Hence by Proposition B.3 we conclude that the
conjectured refinement of the Stanley-Stembridge conjecture, which we
restate now, is true for G = Gn,r when r ≤ 2 and r ≥ n− 2. We have
also verified the conjecture by computer for G = Gn,r for 1 ≤ r ≤ n ≤
8.

Conjecture 5.1. Let G be the incomparability graph of a natural unit
interval order. Then XG(x, t) is an e-positive and e-unimodal polyno-
mial in t.

We have the following easy consequence of Proposition 2.2 and a
generalized version of Proposition B.1 for coefficient ring ΛZ, which
reduces Conjecture 5.1 to the case of connected graphs.

Proposition 5.2. Let G and H be graphs on disjoint finite subsets of
P. Then XG+H(x, t) is symmetric in x, e-positive, e-unimodal, and
palindromic if XG(x, t) and XH(x, t) have these properties.

Let Par(n, j) be the set of partitions of n into j parts and let cGλ be
the coefficient of eλ in the e-basis expansion of the chromatic symmetric
function XG(x). In [St4] Stanley proves that for any graph G whose
vertex set has size n, the number of acyclic orientations of G with j
sinks is equal to

∑
λ∈Par(n,j) c

G
λ . The following refinement of this result

provides a bit of further evidence for e-positivity of XG(x, t). The proof
is an easy modification of Stanley’s proof and is omitted.

Theorem 5.3. Let G be the incomparability graph of a natural unit
interval order of size n. For each λ ` n, let cGλ (t) be the coefficient of
eλ in the e-basis expansion of XG(x, t). Then∑

λ∈Par(n,j)

cGλ (t) =
∑

o∈O(G,j)

tasc(o),

where O(G, j) is the set of acyclic orientations of G with j sinks and
asc(o) is the number of directed edges (a, b) of o for which a < b.

Since there is only one partition in Par(n, 1), Theorem 5.3 gives a
combinatorial description of the coefficient cGn (t) of en in the e-basis
expansion of XG(x, t). In Corollary 7.2 below we give a closed form
formula for the coefficient.
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6. Expansion in the Schur basis

In this section we refine the unit interval order case of Gasharov’s
Schur-positivity result [Ga1] and use the refinement to obtain a closed
form formula for the coefficient of s1n in the Schur basis expansion of
XG(x, t).

Definition 6.1 (Gasharov [Ga1]). Let P be a poset of size n and λ be
a partition of n. A P -tableau of shape λ is a filling of a Young diagram
of shape λ (in English notation) with elements of P such that

• each element of P appears exactly once,
• if y ∈ P appears immediately to the right of x ∈ P then y >P x,
• if y ∈ P appears immediately below x ∈ P then y 6<P x.

Given a finite poset P on a subset of P, let TP be the set of all P -
tableaux. For T ∈ TP and G = inc(P ), define a G-inversion of T to
be an edge {i, j} ∈ E(G) such that i < j and i appears below j in T
(not necessarily in the same column). Let invG(T ) be the number of
G-inversions of T and let λ(T ) be the shape of T .

Example 6.2. Let G = G9,3 and let P := P9,3. Then

T = 2 6 9
1 4 8
3 7
5

is a P -tableau of shape (3, 3, 2, 1) and

invG(T ) = |{{1, 2}, {3, 4}, {4, 6}, {5, 6}, {5, 7}, {7, 8}, {7, 9}, {8, 9}}| = 8.

Theorem 6.3. Let G be the incomparability graph of a natural unit
interval order P . Then

XG(x, t) =
∑
T∈TP

tinvG(T )sλ(T ).

Consequently XG(x, t) is Schur-positive.

Remark 6.4. Schur-unimodality of XG(x, t), which is implied by Con-
jecture 5.1, is still open.4 It is also consequence of Conjecture 10.1; see
Proposition 10.2.

Example 6.5. Let G := G3,2 and P := P3,2. The P -tableaux are as
follows

1 3
2

1
2
3

1
3
2

2
1
3

3
2
1

4See Section 11: Recent developments
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For the first, third, and fourth tableau, invG(T ) = 1; for the second
invG(T ) = 0, and for the last invG(T ) = 2. Hence Theorem 6.3 yields,

XG(x, t) = ts(2,1) + (1 + 2t+ t2)s13 ,

which is consistent with Example 3.2 (b).

Remark 6.6. Our proof of Theorem 6.3 follows closely the proof of the
t = 1 version of this theorem due to Gasharov [Ga1]. Gasharov’s proof
involves a sign-reversing involution. While Gasharov’s involution does
not preserve the G-inversion number, we find a modified involution
that does so.

For the proof of Theorem 6.3, we need a more general notion than
P -tableau.

Definition 6.7 (Gasharov [Ga1]). Let P be a poset of size n and
α = (α1, . . . , αn) be a weak composition of n. A P -array of shape α is
an n× n matrix (aij) such that each of the following conditions hold

• each aij lies in P ] {0}
• for each x ∈ P , there is exactly one aij equal to x
• if j > 1 and aij 6= 0, then ai,j−1 6= 0 and ai,j−1 <P aij
• for each i ∈ [n], we have |{j ∈ [n] : aij 6= 0}| = αi.

Less formally, if we define the Young diagram of a weak composition
in a manner analogous with the definition of the Young diagram of a
partition, then (after removing zeroes), a P -array of shape α is a filling
of the Young diagram of α with the elements of P such that each
nonempty row of the diagram is filled with a chain from P written in
increasing order. Note if a P -array A of shape α satisfies the additional
condition

• if i > 1 and aij 6= 0 then ai−1,j 6= 0 and ai−1,j 6>P aij,

then α is a partition of n and A is a P -tableau of shape α.
Given a finite poset P on a subset of P with G = inc(P ), the notion

of invG extends to P -arrays in a natural way. For a P -array A = (aij),
define invG(A) to be the number of pairs (aij, ast) such that each of the
following holds

• i < s,
• aij > ast > 0 (in the natural order on P)
• {aij, ast} ∈ E(G).
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Example 6.8. Let G := G8,3 and let P := P8,3. Then

A = 5 8
1 4 7
�
��

2 6
3

is a P -array of shape (2, 3, 0, 2, 1) and

invG(A) = |{{2, 4}, {3, 4}, {3, 5}, {4, 5}, {6, 7}, {6, 8}, {7, 8}}| = 7.

Proof of Theorem 6.3. Write

XG(x, t) =
∑

λ∈Par(n)

cλ(t)sλ,

where Par(n) is the set of partitions of n. For λ ∈ Par(n), let TP,λ be
the set of P -tableaux of shape λ. The claim of the theorem is that

(6.1) cλ(t) =
∑

T∈TP,λ

tinvG(T ).

To prove that (6.1) holds, we use the standard inner product 〈·, ·〉 on
the ring of symmetric functions, as defined in [St3, Section 7.9]. Pad
the partition λ with zeros (if necessary) so that it has length n, so
λ = (λ1 ≥ . . . ≥ λn), where λn ≥ 0. For π ∈ Sn, let π(λ) ∈ Zn be the
n-tuple whose ith entry is given by

π(λ)i := λπ(i) − π(i) + i.

For any α = (α1, . . . , αn) ∈ Zn, set hα =
∏n

i=1 hαi , where hm = 0 if
m < 0 and h0 = 1. So, hα is a symmetric function. Let ε be the sign
character of Sn. It follows from the Jacobi-Trudi indentity (see [St3,
Theorem 7.16.1]) that

cλ(t) = 〈XG(x, t), sλ〉
=

∑
π∈Sn

ε(π)〈XG(x, t), hπ(λ)〉.

It follows from the fact that 〈mµ, hλ〉 = δµ,λ that 〈XG(x, t), hπ(λ)〉 is

the coefficient of
∏n

i=1 x
π(λ)i
i in XG(x, t). Hence by (2.5),

cλ(t) =
∑
π∈Sn

ε(π)
∑

κ∈Cπ(λ)(G)

tdes(κ),

where Cπ(λ)(G) is the set of proper [n]-colorings of G with π(λ)i occur-
rences of the color i for each i ∈ [n].
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For each proper [n]-coloring κ of G, we define A(κ) to be the unique
n × n P -array whose ith row contains the elements of κ−1(i), for each
i ∈ [n]. Note that

des(κ) = invG(A(κ)).(6.2)

Note also that for each n × n P -array A, there is a unique proper
[n]-coloring κ of G with A(κ) = A.

Let AP,λ be the set of all pairs (A, π) such that

• π ∈ Sn

• A is a P -array of shape π(λ).

We see now that

(6.3) cλ(t) =
∑

(A,π)∈AP,λ

ε(π)tinvG(A).

Set
BP,λ := {(A, π) ∈ AP,λ : A 6∈ TP,λ}.

For any nonidentity π ∈ Sn, there is some inversion (π(i), π(j)) of
π, such that π(λ)i < π(λ)j. Therefore, π(λ) is not a partition and
(A, π) ∈ BP,λ for all P -arrays A of shape π(λ). Therefore, (6.1) will
follow from (6.3) once we produce an involution ψ on BP,λ, mapping
(A, π) to (A′, π′), such that

• invG(A′) = invG(A), and
• ε(π′) = −ε(π).

Note that, as ε(π′) 6= ε(π), ψ is fixed-point-free, as is necessary for our
purposes.

Let (A, π) ∈ BP,λ. We call aij “bad” if i > 1, aij 6= 0, and either
ai−1,j = 0 or ai−1,j >P aij. Since A is not a P -tableau, there exists
some bad aij. Let c = c(A) be the smallest j such that there is a
bad aij and, having found c, let r = r(A) be the largest i such that
ai+1,c is bad. We will obtain a P -array A′ from A by moving certain
elements of row r lying weakly to the right of column c down to row
r + 1 and moving certain elements of row r + 1 lying strictly to the
right of column c to row r. Let us describe this process precisely.

Define
Cr(A) := {arj : c ≤ j ≤ |κ−1(r)|}

and
Cr+1(A) := {ar+1,j : c < j ≤ |κ−1(r + 1)|},

where κ is the unique proper [n]-coloring such that A(κ) = A. Let
H(A) be the subgraph of G induced on Cr(A)

⋃
Cr+1(A). For i ∈

{r, r + 1} set

Oi(A) := {x ∈ Ci(A) : x lies in a connected component of odd size in H(A)}
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and

Ei(A) := Ci(A) \Oi(A).

Also, set

Ir(A) := {arj : j < c}
and

Ir+1(A) := {ar+1,j : j ≤ c}.
Note that if c > 1, then, as there is no bad aij with j < c, we have
ar,c−1 6= 0.

If x ∈ Ir(A) and y ∈ Er(A) then x <P y, as A is a P -array. If
x ∈ Or+1(A) and y ∈ Er(A) then x, y are comparable in P , as x and
y live in different connected components of H(A). We claim now that
if x ∈ Ir(A) and y ∈ Or+1(A) then x <P y. To prove this claim, it
suffices to show that if c > 1 and ar+1,c+1 6= 0 then ar,c−1 <P ar+1,c+1.
Under the given conditions,

ar+1,c−1 <P ar+1,c <P ar+1,c+1.

By the definition of c, ar,c−1 6>P ar+1,c−1. Since P is (3 + 1)-free, it
follows that ar,c−1 <P ar+1,c+1 as desired. Therefore, Ir(A) ∪ Er(A) ∪
Or+1(A) is a chain in P in which Ir(A) is an initial chain.

If x ∈ Ir+1(A) and y ∈ Er+1(A) then x <P y. If x ∈ Or(A) and
y ∈ Er+1(A) then x and y lie in different components of H(A) and are
therefore comparable in P . If x ∈ Ir+1(A) and y ∈ Or(A) then

x ≤P ar+1,c <P ar,c ≤P y.
Therefore, Ir+1(A)∪Er+1(A)∪Or(A) is a chain in P in which Ir+1(A)
is an initial chain.

Writing Ai for the ith row of A we can now define the P -array A′ =
(a′ij), whose ith row is A′i, to be the unique P -array satisfying

• if i ∈ [n] \ {r, r + 1} then A′i = Ai,
• the set of nonzero elements in A′r is Ir(A) ∪ Er(A) ∪ Or+1(A),

and
• the set of nonzero elements in A′r+1 is Ir+1(A)∪Er+1(A)∪Or(A).

If i ∈ [n] and j ∈ [c−1] then a′ij = aij. Moreover, a′r+1,c = ar+1,c and

a′rc ∈ Er(A) ∪Or+1(A) ∪ {0}.
Certainly y >P ar+1,c if y ∈ Or+1(A). If y ∈ Er(A) then

y ≥P arc >P ar+1,c.

Therefore, a′r+1,c is bad in A′ and c(A′) = c. Now r(A′) = r, since a′ic =
aic for i > r. Also, Er(A

′) = Er(A), Or(A
′) = Or+1(A), Er+1(A′) =

Er+1(A) and Or+1(A′) = Or(A). It follows that (A′)′ = A.
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For i ∈ [n], the row Ai has π(λ)i nonzero entries. For i ∈ {r, r + 1},
let ρi be the number of nonzero entries in A′i. By Lemma 4.4, since
H(A) is an induced subgraph of Gκ,r (where κ is the unique proper
[n]-coloring such that A(κ) = A), its connected components are paths
i1 − · · · − ij where i1 < · · · < ij. Hence each connected component of
even size in H(A) has exactly half of its elements in Ar. It follows that
each ρi is the number of nonzero elements in the ith row of the array
obtained from A by moving all of Cr(A) to row r + 1 and moving all
of Cr+1(A) to row r. Therefore,

(6.4) ρr = c− 1 + π(λ)r+1 − c = π(λ)r+1 − 1,

and

(6.5) ρr+1 = c+ π(λ)r − (c− 1) = π(λ)r + 1.

Let τr ∈ Sn be the transposition exchanging r and r + 1 and set
π′ = πτr. It follows from (6.4) and (6.5) that A′ is a P -array of shape
π′(λ). Moreover, (π′)′ = π and ε(π′) = −ε(π). So, the map ψ sending
(A, π) to (A′, π′) is a sign-reversing involution on BP,λ.

It remains to show that invG(A′) = invG(A). By (6.2), this is equiv-
alent to showing des(κ) = des(κ′), where κ (resp. κ′) is the unique
proper [n]-coloring of G that satisfies A(κ) = A (resp. A(κ′) = A′).
Note that κ′ is obtained from κ by replacing each occurrence of the
color r by r + 1 and each occurrence of r + 1 by r in each odd size
connected component of H(A). Recall that the connected components
of H(A) are paths with numerically increasing vertices. When κ and
κ′ are restricted to such a path of odd size, the number of descents of
κ equals the number of ascents of κ, which in turn equals the number
of descents of κ′. It follows that des(κ) = des(κ′). �

From Theorem 6.3, we are able to derive a nice closed form formula
for the coefficient of s1n in the Schur basis expansion of XG(x, t).

Theorem 6.9. Let G be the incomparability graph of a natural unit
interval order P of size n. Then

(6.6)
∑
T ∈ TP

λ(T ) = 1n

tinvG(T ) =
n−1∏
j=1

[1 + aj]t,

where aj := |{{j, i} ∈ E(G) : j < i}|. Consequently the coefficient of
s1n in the Schur basis expansion of XG(x, t) is equal to the right hand
side of (6.6) and is therefore positive, palindromic and unimodal with

center of symmetry |E(G)|
2

.
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Proof. We may assume without loss of generality that the vertex set
of G is [n]. Clearly there is a G-inversion preserving bijection between
the set of P -tableaux of shape 1n and the set

NDP := {σ ∈ Sn : DESP (σ) = ∅},

where DESP (σ) is defined in (3.2) and G-inversions of permutations
are defined in (3.1). Indeed, by reading the entries of a P -tableau T
of shape 1n from top down, one gets a permutation σ in NDP with
invG(σ) = invG(T ). Hence∑

T ∈ TP
λ(T ) = 1n

tinvG(T ) =
∑

σ∈NDP

tinvG(σ).

To complete the proof of (6.6) we need only show that for all k ∈ [n],∑
σ∈NDP,k

tinvG(σ) =
n−1∏
j=k

[1 + aj]t,

where NDP,k is the set of permutations of {k, . . . , n} with no P -
desccents (here we are viewing permutations of {k, . . . , n} as words
and defining invG and P -descents as in Definition 7.3). This is equiva-
lent to the recurrence,

(6.7)
∑

σ∈NDP,k

tinvG(σ) = [1 + ak]t
∑

σ∈NDP,k+1

tinvG(σ),

for all k ∈ [n− 1]. To prove this recurrence we show that each word in
NDP,k can be obtained by inserting k into a word in NDP,k+1 in one
of 1 + ak allowable places.

First we observe that removal of k from any σ ∈ NDP,k does not
introduce a P -descent. Indeed, suppose a P -descent is introduced. Let
s be the letter to the immediate left of k in σ and let t be the letter to
the immediate right of k. Then s >P t and s 6>P k. It follows that k is
not comparable to s or t. Since k < s, t, this contradicts the fact that
P is a natural unit interval order. Hence no P descent was introduced
by removal of k from σ. This means that each word in NDP,k can be
obtained by inserting k in an allowable position of a word in NDP,k+1.

Now let Ak = {i : k < i ≤ n, {k, i} ∈ E(G)}; so that |Ak| = ak. Let
α ∈ NDP,k+1. The letters of Ak form a subword αi1 , αi2 , . . . , αiak of α.
To avoid introducing a P -descent when inserting k into α, the insertion
must be made at the beginning of α or just to the right of one of the
αij ’s. If k is inserted at the beginning of α then no G-inversions are
introduced. If k is inserted in α to the immediate right of αij for some
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j ∈ [ak], then j G-inversions are introduced. Hence the recurrence (6.7)
holds.

The consequence follows from Theorem 6.3 and by applying Propo-
sition B.1 to the product in (6.6). �

7. Expansion in the power sum basis

Conjecture 5.1 implies that ωXG(x, t) is p-positive when G is the
incomparability graph of a natural unit interval order. In this section
we give a conjectural formula for the coefficients in the p-basis expan-
sion, which can be shown to reduce to Stanley’s p-basis expansion when
t = 1 (see [St4]). The conjectural formula for the coefficient of pλ re-
duces to the simple closed form formula given in the following result
when λ = (n)

Theorem 7.1. Let G be the incomparablity graph of a natural unit
interval order of size n. Then the coefficient c(t) of 1

n
pn in the p-basis

expansion of ωXG(x, t) is given by

(7.1) c(t) = [n]t

n∏
i=2

[bi]t,

where

(7.2) bi = |{{j, i} ∈ E(G) : j < i}|.
Consequently the coefficient is positive, palindromic, and unimodal with

center of symmetry |E(G)|
2

.

Proof. Equation (7.1) follows immediately from Lemmas 7.4 and 7.5
below. The consequence follows from Proposition B.1. �

Since the coefficient of 1
n
pn in the p-basis expansion of any symmetric

function is the same as the coefficient of hn in the h-basis expansion,
we have the following corollary.

Corollary 7.2. Let G be the incomparability graph of a natural unit
interval order of size n. Then the coefficient of en in the e-basis expan-
sion of expansion of XG(x, t) is equal to [n]t

∏n
i=2[bi]t and is therefore

positive, palindromic, and unimodal with center of symmetry |E(G)|
2

.

Definition 7.3. Let P be a poset on a finite subset of P of size n and
let α = (α1, . . . , αm) be a word over alphabet P . We say that α has a
left-to-right P -maximum at r ∈ [n] if αr >P αs for all s ∈ [r − 1]. The
left-to-right P -maximum at 1 will be referred to as trivial. We say that
i ∈ [m] is a P -descent of α if αi >P αi+1. For G = inc(P ), let

invG(α) := |{{αi, αj} ∈ E : i < j and αi > αj}|.
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For a poset P on a finite subset of P, let NP denote the set of per-
mutations of P (viewed as words over alphabet P ) with no P -descents
and no nontrivial left-to-right P -maxima.

Lemma 7.4. Let G be the incomparability graph of a natural unit in-
terval order P of size n and let c(t) be the coefficient of 1

n
pn in the

p-basis expansion of ωXG(x, t). Then

(7.3) c(t) =
∑
σ∈NP

tinvG(σ).

Lemma 7.5. Let G be the incomparability graph of a natural unit in-
terval order P of size n and let bi be as in Theorem 7.1. Then

(7.4)
∑
σ∈NP

tinvG(σ) = [n]t

n∏
i=2

[bi]t.

Proof of Lemma 7.4. We use the Murnaghan-Nakayama rule and The-
orem 6.3 to obtain an expansion of ωXG(x, t) in the p-basis. Recall
that a rim-hook tableau of shape λ ` n and type ν = (ν1, . . . , νk) ` n is
a filling of the Young diagram of shape λ with positive integers so that

• each i ∈ [k] appears νi times,
• every row and every column is weakly increasing, and
• for each i ∈ [k], the set of squares occupied by i forms a rim-

hook, that is, a connected skew shape with no 2× 2 square.

Let Rλ,ν be the set of rim-hook tableaux of shape λ and type ν. The
height ht(H) of a rim-hook H is one less than the number of rows of
H. The height ht(R) of a rim-hook tableau R is the sum of the heights
of the rim-hooks appearing in R. For each ν ∈ Par(n), let

zν :=
∏
i

mi(ν)! imi(ν)

where mi(ν) is the multiplicity of i in ν for each i.
By the Murnaghan-Nakayama rule and Theorem 6.3, for each ν ∈

Par(n), the coefficient c̃ν(t) of z−1
ν pν in the p-basis expansion ofXG(x, t)

is given by

c̃ν(t) =
∑
T ∈ TP

R ∈ Rλ(T ),ν

(−1)ht(R)tinvG(T ).

Since any rim-hook tableau of type (n) must be a hook filled with 1’s,
we have

(7.5) c̃(n)(t) = (−1)n−1
∑
T ∈ TP

λ(T ) ∈ Hn

(−1)r(T )−1tinvG(T ),
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where Hn is the set of hooks of size n and r(T ) equals the length of
the first row of T .

We will construct a sign-reversing, invG-preserving involution ϕ on
the set of hook-shaped tableaux in TP , which serves to reduce the sum
in (7.5) to the sum of tinvG(T ) over certain P -tableaux T of shape 1n.
When one reads these tableaux from top down one gets a word in NP .

The involution ϕ is defined as follows: Let T ∈ TP have hook shape.
The arm of T is the top row of T not including the leftmost entry and
the leg of T is the first column of T . If λ(T ) 6= 1n, let a be the right
most entry of the arm of T and let b be the lowest entry of the leg of
T satisfying b >P x for all x higher than b in the leg. If b >P a then
move b to the right of a in the arm to obtain ϕ(T ). If b 6>P a then
to obtain ϕ(T ) move a to the leg by inserting it as low as possible so
that a >P y for all y higher than a in the leg. Now if λ(T ) = 1n then
let b be as above. If b is not at the top of the leg then move b to the
empty arm of T to obtain ϕ(T ). If b is at the top of the leg then let
ϕ(T ) = T , so that T is a fixed point of the map ϕ.

Clearly ϕ(T ) is a hook-shaped P -tableaux and it is easy to check
that ϕ2(T ) = T in all cases. If T is not a fixed point then r(ϕ(T )) =
r(T ) ± 1; hence ϕ is a sign-reversing involution. It is also easy to see
that invG(ϕ(T )) = invG(T ). It follows that

c̃(n)(t) = (−1)n−1
∑
T∈FP

tinvG(T ),

where FP is the set of fixed points of ϕ. For T ∈ FP , let σ(T ) be
the word obtained by reading T from top down (T is a single column).
Clearly σ is a bijection from FP toNP . Since invG(T ) = invG(σ(T )), we
conclude that c̃(n)(t) = (−1)n−1

∑
σ∈NP t

invG(σ). Equation (7.3) follows

from this and the fact that ωpn = (−1)n−1pn. �

Proof of Lemma 7.5. Part 1: For [k] ⊆ P , let

N=1
P,k := {σ ∈ Sk : σ(1) = 1, σ has neither P -descents

nor nontrivial left-to-right P -maxima}.

(Here we are viewing permutations in Sk as words over alphabet [k].)
We begin by proving that for all k ≥ 1 such that [k] ⊆ P ,

(7.6)
∑

σ∈N=1
P,k

tinvG(σ) =
k∏
i=2

[bi]t .
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This is equivalent to the recurrence

(7.7)
∑

σ∈N=1
P,k

tinvG(σ) = [bk]t
∑

σ∈N=1
P,k−1

tinvG(σ),

for all k ≥ 2 with [k] ⊆ P . To prove this recurrence we show that each
word in N=1

P,k can be obtained by inserting k into a word in N=1
P,k−1 in

one of bk allowable places.
First we claim that removing k from any word σ ∈ N=1

P,k introduces
neither a P -descent nor a nontrivial left-to-right P -maximal letter.
Suppose a P -descent is introduced. Let s be the letter to the im-
mediate left of k in σ and let t be the letter to the immediate right
of k. Then s >P t and k 6>P t. It follows that k is not comparable
to s or t. Since k > s, t, this contradicts the fact that P is a natural
unit interval order. We conclude that removal of k from σ does not
introduce a P -descent. Now suppose removal of k from σ introduces a
nontrivial left-to-right P -maximal letter m. Then k is to the left of m
in σ, and since k is not a left-to-right maximal letter of σ, there is a
letter s to the left of k such that s 6<P k. But s <P m since s is left of
m and m is a left-to-right maximal letter of σ with k removed. Again
since k > m, s, the assumption that P is a natural unit interval order
is contradicted. Therefore removal of k from σ does not introduce a
nontrivial left-to-right P -maximum and our claim is proved.

Now let Bk = {i ∈ [k − 1] : {i, k} ∈ E(G)}; so that |Bk| = bk.
Let α ∈ N=1

P,k−1. The letters of Bk form a subword αi1 , αi2 , . . . , αibk
of α. To avoid introducing a P -descent when inserting k into α, the
insertion must be made at the end of α or just to the left of one of the
αij ’s. To also avoid introducing a nontrivial left-to-right P -maximum or
violating the condition that the first letter is 1, k must not be inserted
just to the left of αi1 . If k is inserted at the end of α then no G-
inversions are introduced. If k is inserted in α to the immediate left
of αij then bk − j + 1 G-inversions are introduced. We can therefore
conclude that (7.7) holds.

Part 2: The proof of (7.4) is by induction on n. Assume the result
is true for posets of size n − 1. We may assume without loss of gen-
erality that P is a natural unit interval order on [n]. It follows from
Proposition 4.1 that

(7.8) {i ∈ {2, . . . , n} : {1, i} ∈ E(G)} = {2, 3, . . . ,m1}

and

(7.9) {1, i} ∈ E(G) =⇒ bi = i− 1.
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Let N 6=1
P := {σ ∈ NP : σ1 6= 1}, let P 1 be the induced subposet of P

on [n] \ {1}, and let G1 = inc(P1). We claim that

(7.10)
∑

σ∈N 6=1
P

tinvG(σ) = t[m1 − 1]t
∑
σ∈NP1

tinvG1 (σ).

To prove (7.10) we show that each word in N 6=1
P can be obtained by

inserting 1 into a word in NP 1 in one of m1−1 allowable places. By an
argument similar to the argument used to prove (7.7), we observe that

removing 1 from any word σ ∈ N 6=1
P introduces neither a P -descent nor

a nontrivial left-to-right P -maximum. Given a word α ∈ NP 1 , in order
to avoid creating a P -descent or having 1 as the leftmost letter when
inserting 1 into α, by (7.8) the insertion must be made immediately to
the right of a letter in {2, 3, . . . ,m1}. Equation (7.10) is a consequence
of this.

Now by (7.10), (7.8), and the induction hypothesis applied to the
natural unit interval order P 1 we have∑

σ∈N 6=1
P

tinvG(σ) = t[m1 − 1]t [n− 1]t

m1∏
i=3

[bi − 1]t

n∏
i=m1+1

[bi]t

= t[n− 1]t [m1 − 1]t

m1∏
i=3

[i− 2]t

n∏
i=m1+1

[bi]t

= t[n− 1]t [m1 − 1]t!
n∏

i=m1+1

[bi]t

= t[n− 1]t

m1∏
i=2

[bi]t

n∏
i=m1+1

[bi]t

= t[n− 1]t

n∏
i=2

[bi]t,(7.11)

with the second and fourth equations following from (7.9).
Now by (7.6) and (7.11), we can conclude that∑

σ∈NP

tinvG(σ) =
∑

σ∈N=1
P,n

tinvG(σ) +
∑

σ∈N 6=1
P

tinvG(σ)

= (
n∏
i=2

[bi]t) + (t[n− 1]t

n∏
i=2

[bi]t)

= [n]t

n∏
i=2

[bi]t,
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as desired. �

In Conjecture 7.6 and Proposition 7.8 below, we present two pro-
posed formulae for coefficients of the p-basis expansion of ωXG(x, t).
For a partition µ = (µ1 ≥ µ2 ≥ · · · ≥ µl) of n and a natural unit in-
terval order P on [n], let NP,µ be the set of permutations σ ∈ Sn such
that when we break σ (in one line notation) into contiguous segments
of lengths µ1, . . . , µl (from left to right), each contiguous segment has
neither a P -descent nor a nontrivial left-to-right P -maximum. Thus
NP,(n) = NP .

Conjecture 7.6. 5 Let P be a natural unit interval order on [n] with
incomparability graph G. Then

(7.12) ωXG(x, t) =
∑
µ`n

z−1
µ pµ

∑
σ∈NP,µ

tinvG(σ).

Moreover, the palindromic polynomial
∑

σ∈NP,µ t
invG(σ) is unimodal.

Unimodality of
∑

σ∈NP,µ t
invG(σ) is a consequence of p-unimodality

of ωXG(x, t), which in turn is a consequence of Conjecture 5.1. It
can be shown that the formula for the coefficient of pµ predicted by
Conjecture 7.6 reduces to the formula given [St4, Theorem 2.6] when
t = 1. In the case that µ = (n) the formula clearly reduces to (7.3).

We now give an alternative conjectural characterization of the co-
efficients of z−1

µ pµ. Let P be a natural unit interval order of size n.
Given a word a1 · · · ak where each ai ∈ P , we say that i is a P -ascent

if ai <P ai+1. Let ÑP be the set of words α ∈ P n that have distinct
letters, start with the smallest letter of P (in the natural order on P),
and have no P -ascents.

Lemma 7.7. Let P be a natural unit interval order of size n and let
G = inc(P ). Then ∑

σ∈NP

tinvG(σ) = [n]t
∑
σ∈ÑP

tinvG(σ)

Proof. The result follows from (7.4) and the equation,∑
σ∈ÑP

tinvG(σ) =
n∏
i=2

[bi]t,

where bi is as in (7.2). The proof of this equation is similar to that of
(7.6) and is left to the reader. �

5See Section 11: Recent developments
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Now let P be a natural unit interval order on [n]. For µ = (µ1 ≥ µ2 ≥
· · · ≥ µl) ∈ Par(n), let ÑP,µ be the set of permutations σ ∈ Sn such
that when we break σ (in one line notation) into contiguous segments
of lengths µ1, . . . , µl (from left to right), each contiguous segment has
no P -ascent and begins with the smallest letter of the segment in the
natural order on [n].

Proposition 7.8. Let P be a natural unit interval order on [n] with
incomparability graph G. Then for all µ ∈ Par(n),

(7.13)
∑

σ∈NP,µ

tinvG(σ) =

l(µ)∏
i=1

[µi]t
∑

σ∈ÑP,µ

tinvG(σ).

Consequently, (7.12) is equivalent to

(7.14) ωXG(x, t) =
∑
µ`n

z−1
µ pµ

l(µ)∏
i=1

[µi]t
∑

σ∈ÑP,µ

tinvG(σ).

Proof. A set composition of [n] is a sequence B = (B1, . . . , Bl) of mu-
tually disjoint nonempty sets whose union in [n]. The type of B is
the sequence (|B1|, . . . , |Bl|). Given a set S ⊆ P, let S ↑ be the word
obtained by arranging the elements of S in increasing order and given
a set composition B = (B1, . . . , Bl) on [n], let B↑ be the permutation
B1 ↑ ◦ · · · ◦Bl ↑, where ◦ denotes concatenation.

Now let µ be a partition of n of length l and let σ ∈ Sn. For
each i ∈ [l], let σ(i) be the ith segment of σ under the segmentation
determined by µ and let Bi(σ) be the set of letters in σ(i). So B(σ) :=
(B1(σ), . . . , Bl(σ)) ∈ Cµ, where Cµ is the set of set compositions of [n]
of type µ. We have

invG(σ) = invG(B(σ)↑) +
l∑

i=1

invG(σ(i)).

It follows that∑
σ∈NP,µ

tinvG(σ) =
∑
B∈Cµ

tinvG(B↑)
l∏

i=1

∑
α∈NP |Bi

tinvG(α)

and ∑
σ∈ÑP,µ

tinvG(σ) =
∑
B∈Cµ

tinvG(B↑)
l∏

i=1

∑
α∈ÑP |Bi

tinvG(α),

where P |Bi is the restriction of P to the set Bi. The result now follows
from Lemma 7.7. �
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Proposition 7.9. Conjecture 7.6 is true for P := Pn,2.

Proof. Let σ ∈ ÑP,µ and set si = 1 +
∑i−1

j=1 µj and ti =
∑i

j=1 µj for

all i ∈ [l(µ)]. Then the ith contiguous segment of σ is the sequence
σ(si), σ(si) + 1, . . . , σ(si) + µi − 1 = σ(ti) since the segment has no
P -ascents and σ(si) is the smallest letter in the segment. There are no
Gn,2-inversions within these segments. The Gn,2-inversions of σ are of
the form (σ(si), σ(tj)), where i < j and σ(si) = σ(tj)+1. Now let σ be
the permutation in Sl(µ) obtained from σ(s1), . . . , σ(sl(µ)) by replacing
the kth smallest letter by k for each k. Clearly σ(si) = σ(tj) + 1 if and
only if σ(i) = σ(j) + 1. Hence invGn,2(σ) = invGl(µ),2

(σ).
Now ∑

σ∈ÑP,µ

tinvGn,2 (σ) =
∑

σ∈Sl(µ)

t
invGl(µ),2

(σ)
,

as the map ϕ : ÑP,µ → Sl(µ) defined by ϕ(σ) = σ is a bijection.
Since invGn,2(σ) = des(σ−1) for all σ ∈ Sn, by the definition of

Eulerian polynomials given in (A.1), we now have∑
σ∈ÑP,µ

tinvGn,2 (σ) = Al(µ)(t).

Hence for P := Pn,2 and G := Gn,2, equation (7.14) reduces to

(7.15) ωXGn,2(x, t) =
∑
µ`n

z−1
µ pµAl(µ)(t)

l(µ)∏
i=1

[µi]t.

Stembridge [Ste2] showed that the coefficient of zn on the right hand
side of (2.4) is equal to ω applied to the right hand side of (7.15). Hence
(7.15) holds and the conjecture is verified for Pn,2. �

8. Some calculations

Recall the definition of P (m) given prior to Proposition 4.1.

Proposition 8.1. Let P = P (m), where m = (m1, . . . ,mn−1) is a
weakly increasing sequence of positive integers such that i ≤ mi for
each i. Assume that m1 ≥ 2 and that mi = n for i = 3, . . . , n − 1.
Define Bλ(t) and Cλ(t) for each partition λ of n by

Xinc(P )(x, t) =
∑

λ∈Par(n)

Bλ(t)sλ =
∑

λ∈Par(n)

Cλ(t)eλ.
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Define

D(t) := tm1−1[n−m1]t[m2 − 2]t + tm2−2[n−m2]t[m1]t

and

E(t) := tm1−1[n− 3]t[n−m1]t[m2 − 2]t + tm2−2[n− 1]t[n−m2]t[m1 − 2]t.

The following equalities hold:

(1) if λ 6∈ {1n, 21n−2, 221n−4}, then Bλ(t) = 0,
(2) B1n(t) = [m1]t[m2 − 1]t[n− 2]t!,
(3) B21n−2(t) = [n− 3]t!D(t),
(4) C(n−2,2)(t) = B221n−4(t) = [n−4]t![2]t[n−m2]t[n−m1−1]tt

m1+m2−4,
(5) if λ 6∈ {(n), (n− 1, 1), (n− 2, 2)}, then Cλ(t) = 0,
(6) C(n)(t) = [n]t[n− 3]t![m1 − 1]t[m2 − 2]t,
(7) C(n−1,1)(t) = [n− 4]t!E(t).

Proof. Let G = inc(P ). Note first that (2) follows from Theorem 6.9
and (6) follows from Corollary 7.2. Next, if x <P y then x ∈ {1, 2}.
Therefore, P has no chain of length two, since {1, 2} ∈ E(G). More-
over, P does not contain three pairwise disjoint chains of length one.
Now (1) follows from Theorem 6.3.

Using the equalities

en = s1n ,

e(n−1,1) = s1n + s21n−2 ,

e(n−2,2) = s1n + s21n−2 + s221n−4 ,

which are obtained from the Pieri rule, we see that (5) follows from
(1), that

C(n−2,2)(t) = B221n−4(t),

and that

(8.1) C(n−1,1)(t) = B21n−2(t)−B221n−4(t).

It remains to prove (3), the second equality of (4), and

(8.2) [n− 3]tD(t) = [2]t[n−m2]t[n−m1 − 1]tt
m1+m2−4 + E(t).

Indeed, (7) follows from (8.1), (3), (4) and (8.2).
We begin with (3). For i ∈ {1, 2} and mi < j ≤ n, let TP,i,j be the

set of all P -tableaux T of shape 21n−2 such that the first row of T is
occupied by i <P j. Set

Yi,j(t) :=
∑

T∈TP,i,j

tinvG(T ).
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Each P -tableau of shape 21n−2 lies in exactly one TP,i,j. By Theo-
rem 6.3,

(8.3) B21n−2(t) =
∑
i<P j

Yi,j(t).

If T ∈ TP,i,j and P ′ is the subposet of P induced on P \ {i, j}, then
upon removing the first row of T we obtain a P ′-tableau of shape 1n−2.
Let G′ = inc(P ′) and note that P ′ is a natural unit interval order. We
have

Yi,j(t) = ta
∑

T ′ ∈ TP ′

λ(T ′) = 1n−2

tinvG′ (T
′),

where

(1) a = j − 2 if either i = 1 and m1 < j ≤ m2 or i = 2 and
m2 < j ≤ n, and

(2) a = j − 3 if i = 1 and m2 < j ≤ n.

Hence by Theorem 6.9,

(8.4) Yij(t) =


tj−2[m2 − 2]t[n− 3]t! if i = 1,m1 < j ≤ m2,

tj−3[m2 − 1]t[n− 3]t! if i = 1,m2 < j ≤ n,

tj−2[m1 − 1]t[n− 3]t! if i = 2,m2 < j ≤ n.

Now by (8.3), (8.4) and the fact that∑
b<j≤c

tj = tb+1[c− b]t

for arbitrary positive integers b, c, we have,

B21n−2(t)

[n− 3]t!
=

tm1−1[m2−m1]t[m2−2]t+t
m2−2[n−m2]t[m2−1]t+t

m2−1[n−m2]t[m1−1]t.

The first term of the right side of the above equation equals

tm1−1([n−m1]t − tm2−m1 [n−m2]t)[m2 − 2]t,

the second term equals

tm2−2[n−m2]t(1 + t[m2 − 2]t),

and the third term equals

tm2−2[n−m2]t([m1]t − 1).

Adding these expressions together yields (3).
Arguments similar to those used to prove (3) prove (4). For m1 <

i ≤ n and m2 < j ≤ n, now let TP,i,j be the set of all P -tableaux T of
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shape 221n−4 such that the first row of T is occupied by 1 and i and
the second row is occupied by 2 and j, and let T ∗P,j,i be the set of all

P -tableaux T of shape 221n−4 such that the first row of T is occupied
by 2 and j and the second row is occupied by 1 and i. Set

Yi,j(t) :=
∑

T∈TP,i,j

tinvG(T ) and Y ∗j,i(t) :=
∑

T∈T ∗P,j,i

tinvG(T ).

Then

(8.5) B221n−4(t) =
∑
i,j

Yi,j(t) + Y ∗j,i(t).

Having fixed the first two rows of a P -tabelau T of shape 221n−4, we
can place the remaining n− 4 elements of [n] into T in arbitrary order,
as there are no relations in P among these elements. It follows that

(8.6) Yi,j(t) =

 ti+j−6[n− 4]t! if m1 < i ≤ m2,
ti+j−6[n− 4]t! if m2 < j < i ≤ n,
ti+j−7[n− 4]t! if m2 < i < j ≤ n,

and

(8.7) Y ∗j,i(t) =

 ti+j−5[n− 4]t! if m1 < i ≤ m2,
ti+j−5[n− 4]t! if m2 < i < j ≤ n,
ti+j−6[n− 4]t! if m2 < j < i ≤ n.

It is striaghtforward to show by induction that for nonnegative integers
a ≤ b,

(8.8)
∑

a<i<j≤b

ti+j = t2a+3

[
b− a

2

]
t

.

Combining (8.5), (8.6), (8.7), and (8.8), we get

B221n−4(t)

[n− 4]t!
= (1 + t)

m2∑
i=m1+1

ti−3

n∑
j=m2+1

tj−3 + (1 + t)2
∑

m2<k<l≤n

tk+l−7

= [2]tt
m1+m2−4[m2 −m1]t[n−m2]t + [2]2t t

2m2−4

[
n−m2

2

]
t

= tm1+m2−4[2]t[n−m2]t([m2 −m1]t + [n−m2 − 1]tt
m2−m1).

Claim (4) follows quickly.
Finally, (8.2) can be proved by a direct calculation, which we present

here. By simple manipulation we see that the right hand side of (8.2)
is given by

RHS = tm2−2[n−m2]t(t
m1−2[2]t[n−m1 − 1]t + [n− 1]t[m1 − 2]t)

+tm1−1[n− 3]t[n−m1]t[m2 − 2]t.
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Using the identity tb[a− b]t = [a]t − [b]t, we obtain

tm1−2[2]t[n−m1 − 1]t + [n− 1]t[m1 − 2]t

= [2]t([n− 3]t − [m1 − 2]t) + [n− 1]t[m1 − 2]t

= [2]t[n− 3]t + t2[n− 3]t[m1 − 2]t

= [n− 3]t[m1]t.

Hence,

RHS = [n− 3]t(t
m2−2[n−m2]t[m1]t + tm1−1[n−m1]t[m2 − 2]t)

as desired. �

The next three corollaries follow easily from Proposition 8.1.

Corollary 8.2. Let P = P (m1, . . . ,mn−1) be a natural unit interval
order. If m3 = n then Xinc(P )(x, t) is e-positive and e-unimodal.

Proof. Apply Propositions B.1 and B.3. �

Corollary 8.3. For n ≥ 2,

XGn,n−1(x, t) = [n− 2]t![n− 1]2t s1n + [n− 2]t!t
n−2s21n−2

= [n− 2]t![n]t[n− 2]ten + [n− 2]t!t
n−2e(n−1,1).

Corollary 8.4. For n ≥ 3,

XGn,n−2(x, t) = [n− 2]2t [n− 2]t!s1n

+ tn−3[n− 3]t!([2]t[n− 3]t + [n− 2]t)s21n−2

+ t2n−7[2]t[n− 4]t!s221n−4

= [n]t[n− 3]2t [n− 3]t!en

+ tn−3[n− 4]t!([2]t[n− 3]2t + [n− 1]t[n− 4]t)e(n−1,1)

+ t2n−7[2]t[n− 4]t!e(n−2,2).

9. Specialization

We review two important ways to specialize a quasisymmetric func-
tion. Let R[[q]] denote the ring of formal power series in variable q
with coefficients in R. For a quasisymmetric function Q(x1, x2, . . .) ∈
QSymR, the stable principal specialization ps(Q) ∈ R[[q]] is, by defini-
tion, obtained from Q by substituting qi−1 for xi for each i ∈ P. That
is,

ps(Q) := Q(1, q, q2, q3, . . . ).

For each m ∈ P, the principal specialization psm(Q) is given by

psm(Q) := Q(1, q, . . . , qm−1, 0, 0, . . . ).
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Lemma 9.1 ([GeRe, Lemma 5.2]). For all n ≥ 1 and S ⊆ [n− 1], we
have

(9.1) ps(FS,n) =
q
∑
i∈S i

(q; q)n

and

(9.2)
∑
m≥1

psm(FS,n)pm =
p|S|+1q

∑
i∈S i

(p; q)n+1

,

where

(p; q)n =
n∏
j=1

(1− pqj−1).

It follows from Lemma 9.1 that

(9.3) ps(hn) = ps(Fn,∅) = (q, q)−1
n

for all n and therefore if (k1, . . . , km) is a composition of n,

(9.4) (q, q)n ps(h(k1,...,km)) =

[
n

k1, . . . , km

]
q

:=
[n]q!

[k1]q! · · · [km]q!
.

The following is an immediate consequence of Lemma 9.1.

Proposition 9.2. Let F denote the basis of fundamental quaisymmet-
ric functions and suppose f(x, t) ∈ QSymn

Q[t] is F -positive (resp. F -
unimodal). Then (q; q)nps(f(x, t)) is q-positive (resp. q-unimodal) and
(p; q)n+1

∑
m≥1 psm(f(x, t))pm is (p, q)-positive (resp. (p, q)-unimodal).

Since b-positivity implies F -positivity when b is the Schur basis, the
e basis or the h basis, Proposition 9.2 holds for f(x, t) ∈ Λn

Q[t] when F
is replaced by any of these bases.

9.1. Generalized q-Eulerian polynomials. By applying Lemma 9.1
to the expansion of ωXG(x, t) in the basis of fundamental quasisym-
metric functions given in Theorem 3.1, we obtain the following result.
For the incomparability graph G of a poset P on [n], define

AG(q, p, t) :=
∑
σ∈Sn

tinvG(σ)qmajP (σ)pdesP (σ),

where majP (σ) :=
∑

i∈DESP (σ) i and desP (σ) := |DESP (σ)|.

Theorem 9.3. Let G be the incomparability graph of a poset P on [n].
Then

(9.5) (q; q)n ps(ωXG(x, t)) = AG(q, 1, t)
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and

(9.6) (p; q)n+1

∑
m≥1

psm(ωXG(x, t))pm−1 = AG(q, p, t).

Corollary 9.4. Let G be the incomparability graph of a poset P on [n].
Then AG(1, p, t) is palindromic as a polynommial in t. If XG(x, t) is
symmetric in x then AG(q, p, t) is palindromic as a polynomial in t.

Proof. Recall the involution ρ given in Section 2. Note that for all
S ⊆ [n− 1], ρFn,S = Fn,n−S, where n− S := {n− i : i ∈ S}. Hence

(p; q)n+1

∑
m≥1

psm(ρFn,S)pm−1 = (pqn)|S|q−
∑
i∈S i.

Since ω and ρ commute it follows from Proposition 2.6 that

ρ(ωXG(x, t)) = t|E|ωXG(x, t−1).

It therefore follows from Theorem 3.1 that∑
σ∈Sn

tinvG(σ)ρFn,DESP (σ) = t|E|
∑
σ∈Sn

t−invG(σ)Fn,DESP (σ).

Taking principal specializations psm of both sides yields∑
σ∈Sn

tinvG(σ)(pqn)desP (σ)q−majP (σ) = t|E|
∑
σ∈Sn

t−invG(σ)pdesP (σ)qmajP (σ).

Setting q = 1 gives∑
σ∈Sn

tinvG(σ)pdesP (σ) = t|E|
∑
σ∈Sn

t−invG(σ)pdesP (σ),

which establishes palindromicity of AG(1, p, t).
The palindromicity of AG(q, p, t) asserted in the second statement is a

consequence of the palindromicity of XG(x, t) obtained in Corollary 2.8.
�

Example 9.5. For the graph G of Example 3.2(a), XG(x, t) is not
symmetric in x and

AG(q, p, t) = (1 + qp) + 2t+ (1 + q2p)t2

is not palindromic in t, but AG(1, p, t) is palindromic. For the graph G
of Example 3.2(b), XG(x, t) is symmetric in x and

AG(q, p, t) = 1 + (2 + qp+ q2p)t+ t2

is palindromic in t.
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By specializing Conjecture 5.1 (or the weaker Schur-unimodality con-
jecture) and applying Proposition 9.2 we obtain the following purely
combinatorial conjecture. This conjecture is a (q, p)-analog of a result
of De Mari, Procesi, and Shayman [DePrSh] discussed in Section 10.

Conjecture 9.6. 6 Let G be the incomparability graph of a natural unit
interval order on [n]. Then AG(q, p, t) is a (q, p)-unimodal polynomial
in t.

Now for each r ∈ [n], let

inv<r(σ) := |{(i, j) : i < j, 0 < σ(i)− σ(j) < r}|
maj≥r(σ) :=

∑
i:σ(i)−σ(i+1)≥r

i

A(r)
n (q, t) :=

∑
σ∈Sn

qmaj≥r(σ)tinv<r(σ).

Then inv<r = invGn,r , maj≥r = majPn,r and A
(r)
n (q, t) = AGn,r(q, 1, t).

The permutation statistic inv<r + maj≥r was introduced by Rawlings
[Ra] who proved that it is Mahonian for all r, that is∑

σ∈Sn

qmaj≥r(σ)+inv<r(σ) = [n]q!.

Note that this Mahonian statistic interpolates between maj (when r =
1) and inv (when r = n). It follows from a more general result of
Kasraoui [Ka, Theorem 1.8] that majP +invinc(P ) is Mahonian for every
natural unit interval order P . Note that the Mahonian property fails
for general P ; see Example 3.2 (a).

By Theorem 9.3 we have

A(r)
n (q, t) = (q; q)nps(ωXGn,r(x, t)).

Hence by specializing the formulae in Table 1 of Section 5 and using
(9.4) we obtain Table 2 below. From this table and Propositions B.1

and B.3, we see that A
(r)
n (q, t) is a q-unimodal polynomial in t for r ≤ 2

and r ≥ n− 2.
Since inv<2(σ) = des(σ−1), it follows from the definition of Euler-

ian polynomials given in (A.1) that A
(2)
n (1, t) = An(t). We have the

following q-analog of this observation, which involves the q-Eulerian
polynomials introduced in [ShWa1, ShWa2].

6See Section 11: Recent developments
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r A
(r)
n (q, t)

1 [n]q!

2

bn+1
2
c∑

m=1

∑
k1,...,km≥2

[
n

k1 − 1, k2, . . . , km

]
q

tm−1
m∏
i=1

[ki − 1]t

...
r [n]t[r − 1]n−rt [r − 1]t! + ???

...
n− 2 [n]t[n− 3]2t [n− 3]t! + [n]q t

n−3[n− 4]t!([2]t[n− 3]2t + [n− 1]t[n− 4]t)

+

[
n

n− 2, 2

]
q

t2n−7[2]t[n− 4]t!

n− 1 [n]t[n− 2]t[n− 2]t! + [n]qt
n−2[n− 2]t!

n [n]t!

Table 2. Specialization of Table 1.

Theorem 9.7. Let An(q, t) be the q-Eulerian polynomial

An(q, t) =
∑
σ∈Sn

qmaj(σ)−exc(σ)texc(σ).

Then for all n ≥ 1,

A(2)
n (q, t) = An(q, t).

Proof. Since Gn,2 is the path Gn, applying the involution ω to both
sides of (2.4) yields

(9.7) 1 +
∑
n≥1

ωXGn,2(x, t) =
(1− t)H(z)

H(zt)− tH(z)
,

where H(z) =
∑

n≥0 hn(x)zn. Now by taking the stable principal spe-
cialization of both sides and applying (9.5) and (9.3), we have

1 +
∑
n≥1

A(2)
n (q, t)

zn

[n]q!
=

(1− t) expq(z)

expq(tz)− t expq(z)
,

where

expq(z) :=
∑
n≥0

zn

[n]q!
.

The result now follows from (A.3). �

Problem 9.8. Find a direct bijective proof of Theorem 9.7. The clas-
sical bijection for the q = 1 case does not work for the q-analog. Also
a combinatorial description of the coefficients of the fundamental qua-
sisymmetric functions in the expansion of XGn,2(x, t), which is different
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from the one given here, is given in [ShWa2] . A combinatorial expla-
nation of why these coefficients are equal would be interesting.

9.2. Evaluation of generalized q-Eulerian polynomials at roots
of unity. It is surprising that for every nth root of unity ξn, the co-
efficients of A2

n(ξn, t) = An(ξn, t) are positive integers. This is a conse-
quence of the following result.

Theorem 9.9 (Sagan, Shareshian, and Wachs [SaShWa, Corollary
6.2]). Let dm = n and let ξd be any primitive dth root of unity. Then

An(ξd, t) = [d]mt Am(t).

Consequently, An(ξd, t) is a positive, palindromic, unimodal polynomial
in Z[t].

A key tool in the proof of Theorem 9.9 is the following result, which
is implicit in [De] and stated explicitly in [SaShWa].

Lemma 9.10 (see [SaShWa]). Suppose u(q) ∈ Z[q] and there exists a
homogeneous symmetric function U(x) of degree n with coefficients in
Z such that

u(q) = (q; q)n ps(U(x)).

If dm = n then u(ξd) is the coefficient of z−1
dmpdm in the expansion of

U(x) in the power sum basis.

The following conjecture generalizes Theorem 9.9. Recall the def-

initions of NP,µ and ÑP,µ given prior to Conjecture 7.6 and Proposi-
tion 7.8, respectively.

Conjecture 9.11. 7 Let G = ([n], E) be the incomparability graph of
a natural unit interval order P and let

AG(q, t) :=
∑
σ∈Sn

qmajP (σ)tinvG(σ).

If dm = n and ξd is any primitive dth root of unity then

(9.8) AG(ξd, t) =
∑

σ∈NP,dm

tinvG(σ) = [d]mt
∑

σ∈ÑP,dm

tinvG(σ).

Moreover, the palindromic polynomial AG(ξd, t) is unimodal.

Proposition 9.12. If Conjecture 7.6 is true then Conjecture 9.11 is
true.

7See Section 11: Recent developments
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Proof. It follows from Lemma 9.10 and equation (9.5) that AG(ξd, t) is
the coefficient of z−1

dmpdm in the expansion of ωXG(x, t) in the power sum
basis. By Conjecture 7.6 this coefficient is equal to

∑
σ∈NP,dm t

invG(σ),

which by Proposition 7.8 equals [d]mt
∑

σ∈ÑP,dm t
invG(σ). It is also as-

serted in Conjecture 7.6 that
∑

σ∈NP,dm t
invG(σ) is unimodal. �

In addition to the cases in which Conjecture 7.6 has been verified,
Conjecture 9.11 is true for d = 1 and d = n. Equation (9.8) is trivial in
the d = 1 case and the unimodality of AG(1, t) was established by De
Mari, Procesi, and Shayman in [DePrSh] and is discussed in Section 10.
For d = n we have the following result.

Theorem 9.13. Let G and ξn be as in Conjecture 9.11 and let bi be
as in (7.2). Then

AG(ξn, t) = [n]t

n∏
i=2

[bi]t.

Consequently AG(ξn, t) is palindromic and unimodal.

Proof. By Lemma 9.10 and Theorem 9.3, AG(ξn, t) is the coefficient of
n−1pn in the p-basis expansion of ωXG(x, t). The result now follows
from Theorem 7.1 and Propostion B.1. �

10. Hessenberg varieties

In this section we discuss a conjectured connection, first presented
in [ShWa3], between the chromatic quasisymmetric functions and Hes-
senberg varieties.

Given a positive integer n, let Fn be the variety of all flags of sub-
spaces

F : V1 ⊂ V2 ⊂ · · · ⊂ Vn = Cn

with dimVi = i. Fix a diagonal n×n complex matrix s with n distinct
eigenvalues. Let m be a weakly increasing sequence (m1, . . . ,mn−1) of
integers in [n] satisfying mi ≥ i for each i. The regular semisimple
Hessenberg variety of type A associated to m is

H(m) := {F ∈ Fn | sVi ⊆ Vmi for all i ∈ [n− 1]}.
The regular semisimple Hessenberg varieties of type A associated to

(r, r + 1, . . . , n, . . . , n) were studied initially by De Mari and Shayman
in [DeSh]. Hessenberg varieties for arbitrary Lie types were defined and
studied by De Mari, Procesi and Shayman in [DePrSh]. Such varieties
are determined by certain subsets of a root system. In [DePrSh, Theo-
rem 11] it is noted that, for arbitrary Lie type, the Hessenberg variety
associated with the set of (negatives of) simple roots is precisely the
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toric variety associated with the corresponding Coxeter complex. In
particular, in Lie type A, the Hessenberg variety associated with the
simple roots is H(2, 3, . . . , n). Thus

(10.1) H(2, 3, . . . , n) = Vn,

where Vn is the toric variety associated with the Coxter complex of
type An−1.

The symmetric group acts naturally on the type A Coxeter complex
and this action induces an action of Sn on Vn, which in turn induces a
representation of Sn on its cohomology H∗(Vn). Stanley [St1, Propo-
sition 12], using a recurrence of Procesi [Pr], obtained the formula

(10.2)
∑
n≥0

n−1∑
j=0

chH2j(Vn)tjzn =
(1− t)H(z)

H(zt)− tH(z)
,

where ch is the Frobenius characteristic and H(z) :=
∑

n≥0 hnz
n. (The

cohomology of every H(m) vanishes in odd dimensions.)
Let P be a natural unit interval order on [n] and let m be such that

P = P (m) (cf. the paragraph before Proposition 4.1). It is convenient
to define the Hessenberg variety associated to P by H(P ) := H(m).
Hence (10.1) can be rewritten as

(10.3) H(Pn,2) = Vn.

For each natural unit interval order P on [n], Tymoczko [Ty2],
[Ty3] has defined a representation of Sn on H∗(H(P )) via a theory
of Goresky, Kottwitz and MacPherson, known as GKM theory (see
[GoKoMacP], and see [Ty1] for an introductory description of GKM
theory). The centralizer T of s in GLn(C) consists of all nonsingular
diagonal matrices. The torus T acts (by left translation) onH(P ). The
technical conditions required for application of GKM theory are satis-
fied by this action, and it follows that one can describe the cohomology
of H(P ) using the associated moment graph M(P ). The vertex set of
M(P ) is Sn. Given v, w ∈ Sn, the edge {v, w} lies in E(M(P )) if
v = (i, j)w for some transposition (i, j) such that {i, j} ∈ E(inc(P )).
Thus the action of Sn on itself by right multiplication determines an
action of Sn on M(P ), and this action can be used to define a linear
representation of Sn on the cohomology H∗(H(P )). For the remain-
der of the section, we will consider H∗(H(P )) to be the Sn-module
determined by the representation defined by Tymoczko.



46 SHARESHIAN AND WACHS

It turns out that H∗(H(Pn,2)) is isomorphic to the representation of
Sn on H∗(Vn) given in (10.2). Hence by (9.7)∑

j≥0

chH2j(H(Pn,2))tj = ωXGn,2(x, t).

In the case r = 1, H(Pn,r) consists of n! isolated points and H0(H(P ))
is the regular Sn-module. Hence∑

j≥0

chH2j(H(Pn,1))tj = hn1 .

When r = n, it follows from [Ty3, Proposition 4.2] that for all j, the
Sn-module H2j(H(P )) is isomorphic to the direct sum of copies of the
trivial Sn-module, where the number of copies equals the number of
permutations in Sn with j inversions. Hence by (A.2),∑

j≥0

chH2j(H(Pn,n))tj =
∑
σ∈Sn

tinv(σ)hn = [n]t!hn.

By comparing with Table 1 in Section 5, we conclude that for r = 1
and r = n, ∑

j≥0

chH2j(H(Pn,r))t
j = ωXGn,r(x, t).

This has also been verified for r = n− 1 and r = n− 2 by comparing
computations of Tymoczko (personal communication, see also [Te2])
to Table 1.

Conjecture 10.1. 8 Let P be a natural unit interval order on [n].
Then

(10.4)

|E(inc(P ))|∑
j=0

chH2j(H(P ))tj = ωXinc(P )(x, t).

Combining Proposition 2.2 with [Te1, Theorem 4.10], one sees that
if Conjecture 10.1 holds for all natural unit interval orders P such that
inc(P ) is connected, then it holds in general.

Further evidence of the validity of this conjecture is obtained by
taking the stable principal specialization of both sides of (10.4). Indeed,
by Theorem 9.3, equation (10.4) specializes to

(q; q)n

|E(inc(P ))|∑
j=0

ps(chH2j(H(P )))tj = Ainc(P )(q, 1, t).

8See Section 11: Recent developments
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Now for any representation V of Sn, by evaluating the polynomial
(q; q)nps(chV ) at q = 1, one obtains the dimension of V . Hence the
specialization of (10.4) at q = 1 is the formula

(10.5)

|E(inc(P ))|∑
j=0

dimH2j(H(P ))tj = Ainc(P )(1, 1, t).

of De Mari, Procesi and Shayman [DePrSh].
Equation (10.5) is also equivalent to the statement that the coef-

ficient of the monomial symmetric function m1n in the expansion of
the left hand side of (10.4) in the monomial symmetric function basis
equals the coefficient of m1n in the expansion of the right hand side of
(10.4).

It is also pointed out in [DeSh, DePrSh] that it follows from the hard
Lefschetz theorem that Ainc(P )(1, 1, t) is palindromic and unimodal,
since H(P ) is smooth. Hence Conjecture 9.6 holds when p = q = 1.
As far as we know there is no elementary proof of this case of the
conjecture (cf. [St2, Ex. 1.50 f]).

Proposition 10.2. If Conjecture 10.1 is true then Xinc(P )(x, t) is Schur-
unimodal. Consequently, Conjecture 10.1 implies Conjecture 9.6.

Proof. MacPherson and Tymoczko [MacTy] show that the hard Lef-
schetz map for H∗(H(P )) commutes with the action of the symmetric

group. It follows that
∑|E(inc(P ))|

j=0 chH2j(H(P ))tj is Schur-unimodal.

Hence Schur-unimodality of Xinc(P )(x, t) would follow from (10.4). The
consequence follows from Proposition 9.2. �

Conjecture 10.1, if true, would provide, via Theorem 6.3, a solution
of the following problem.

Problem 10.3 (Tymoczko [Ty3]). Describe the decomposition of the
representation of Sn on H2j(H(P )) into irreducibles.

Although Conjecture 10.1 does not imply e-positivity of Xinc(P )(x, t),
it suggests an approach to establishing e-positivity. Indeed, Conjecture
1.1 follows from Conjecture 10.1 and the following conjecture.

Conjecture 10.4. For every natural unit interval order P , every Sn-
module H2j(H(P )) is a permutation module in which each point stabi-
lizer is a Young subgroup.
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11. Recent developments

Athansiadis [At] has proved our formula (7.12) in Conjecture 7.6,
which gives the power-sum expansion of ωXG(x, t) when G is the in-
comparability graph of a natural unit interval order. As was discussed
in Proposition 9.12, formula (9.8) in Conjecture 9.11 is a consequence.

Brosnan and Chow have posted a proof of our Conjecture 10.1 (Con-
jecture 1.4), which relates the chromatic quasisymmetric functions to
the Hessenberg varieties, see [BrCh]. As was discussed in Propo-
sition 10.2, Schur-unimodality of XG(x, t) and (q, p)-unimodality of
AG(q, p, t) (Conjecture 9.6) follow from this.

More recently, Guay-Paquet has posted an alternative approach to
proving our Conjecture 10.1 (Conjecture 1.4); see [Gu2]. Also Abe,
Harada, Horiguchi, and Masuda have posted a formula for the coeffi-
cient of sn in the Schur expansion of the left hand side of (10.4) that is
identical to the right hand side of (6.6), thereby providing an indepen-
dent proof of the fact that the coefficients of sn on both sides of (10.4)
are equal, see [AHHM].

Clearman, Hyatt, Shelton and Skandera [CHSS1, CHSS2] have given
an algebraic interpretation of the chromatic quasisymmetric functions
of incomparability graphs of natural unit interval orders in terms of
characters of type A Hecke algebras evaluated at Kazhdan-Lusztig basis
elements. This refines a known algebraic interpretation for chromatic
symmetric functions developed in Haiman [Ha], Stembridge [Ste2],
Stanley-Stembridge [StSte], and Stanley [St5].

Appendix A. Permutation statistics

Let σ ∈ Sn. The excedance number of σ is given by

exc(σ) := |{i ∈ [n− 1] : σ(i) > i}|.
The descent set of σ is given by

DES(σ) := {i ∈ [n− 1] : σ(i) > σ(i+ 1)},
and the descent number and major index are

des(σ) := |DES(σ)| and maj(σ) :=
∑

i∈DES(σ)

i.

The inversion statistic is defined as

inv(σ) = |{(i, j) ∈ [n]× [n] : i < j and σ(i) > σ(j)}|.
The number of fixed points of σ is given by

fix(σ) := |{i ∈ [n] : σ(i) = i}|.
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It is a well known result of MacMahon that the permutation statis-
tics exc and des are equidistributed on Sn. The common generating
functions for these statistics are called Eulerian polynomials. That is,
the Eulerian polynomials are defined as

(A.1) An(t) :=
∑
σ∈Sn

tdes(σ) =
∑
σ∈Sn

texc(σ).

Any permutation statistic with generating function An(t) is called an
Eulerian statistic.

It is also well-known (and due to MacMahon) that the major index
is equidistributed with the inversion statistic and that

(A.2)
∑
σ∈Sn

qmaj(σ) =
∑
σ∈Sn

qinv(σ) = [n]q!,

where

[n]q := 1 + q + · · ·+ qn−1 and [n]q! := [n]q[n− 1]q . . . [1]q.

Any permutation statistic equidistributed with maj and inv is called a
Mahonian permutation statistic.

In [ShWa1, ShWa2], we studied the joint distribution of the (Maho-
nian) major index, and the (Eulerian) excedance number. We showed
that the (q, r)-Eulerian polynomial defined by

An(q, r, t) :=
∑
σ∈Sn

qmaj(σ)−exc(σ)rfix(σ)texc(σ)

has exponential generating function given by

(A.3) 1 +
∑
n≥1

An(q, r, t)
zn

[n]q!
=

(1− t) expq(rz)

expq(tz)− t expq(z)
,

where

expq(z) :=
∑
n≥0

zn

[n]q!
.

By setting q = 1 and r = 1 in (A.3) one gets Euler’s classical ex-
ponential generating function formula for the Eulerian polynomials
An(t) = An(1, 1, t).

Appendix B. Palindromicity and unimodality

We say that a polynomial f(t) =
∑n

i=0 ait
i in Q[t] is positive, uni-

modal and palindromic with center of symmetry n
2

if

0 ≤ a0 ≤ a1 ≤ · · · ≤ abn
2
c = abn+1

2
c ≥ · · · ≥ an−1 ≥ an ≥ 0,



50 SHARESHIAN AND WACHS

and ai = an−i for all i = 0, . . . , n. The next proposition gives a basic
tool for establishing unimodality of polynomials in Q[t].

Proposition B.1 (see [St1, Proposition 1]). Let A(t) and B(t) be
positive, unimodal and palindromic polynomials in Q[t] with respective
centers of symmetry cA and cB. Then

(1) A(t)B(t) is positive, unimodal, and palindromic with center of
symmetry cA + cB.

(2) If cA = cB then A(t) + B(t) is positive, unimodal and palin-
dromic with center of symmetry cA.

For example, from Proposition B.1 (1) we see that each term of the
sum [5]t[2]t + [6]t + t[4]t + [4]t[3]t is positive, unimodal and palindromic
with center of symmetry 5

2
. From Proposition B.1 (2) we conclude that

the sum itself is also positive, unimodal and palindromic with center of
symmetry 5

2
. Note that the well-known palindromicity and unimodal-

ity of each row of Pascal’s triangle is an immediate consequence of
Proposition B.1 (1); indeed (1 + t)n is a product of positive, unimodal
and palindromic polynomials.

We say that a polynomial f(q) ∈ Q[q] is q-positive if its nonzero
coefficients are positive. Given polynomials f(q), g(q) ∈ Q[q] we say
that f(q) ≤q g(q) if g(q) − f(q) is q-positive. More generally, let R
be an algebra over Q with basis b. An element s ∈ R is said to be b-
positive if the expansion of s in the basis b has nonnegative coefficients.
Given r, s ∈ R, we say that r ≤b s if s − r is b-positive. If R = Q[q]
and b = {qi : i ∈ N} then b-positive is what we called q-positive above
and <b is the same as <q.

Definition B.2. Let R be a Q-algebra with basis b. We say that a
polynomial A(t) := a0 + a1t + · · · + ant

n ∈ R[t] is b-positive if each
coefficient ai is b-positive. The polynomial A(t) is b-unimodal if

a0 ≤b a1 ≤b · · · ≤b ac ≥b ac+1 ≥b ac+2 ≥b · · · ≥b an,

for some c. The polynomialA(t) is palindromic with center of symmetry
n
2

if aj = an−j for 0 ≤ j ≤ n.

Proposition B.1 holds for polynomials A(t), B(t) ∈ R[t], with posi-
tivity and unimodality replaced by b-positivity and b-unimodality, re-
spectively.

Note that if b is a basis for the Q-algebra R then it is also a basis
for the Q[t]-algebra R[t]. Indeed, let A(t) = a0 +a1t+ · · ·+ant

n ∈ R[t]
and let ai,j ∈ Q be the expansion coefficients of each aj in the basis
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b := {bi : i ≥ 0}; that is, aj =
∑

i≥0 ai,jbi. We have

A(t) =
n∑
j=0

(∑
i≥0

ai,jbi

)
tj =

∑
i≥0

(
n∑
j=0

ai,jt
j

)
bi.

The next result is a convenient reformulation of Proposition B.1 (2)
for more general coefficient rings.

Proposition B.3. Let R be a Q-algebra with basis b. Suppose P (t) :=∑m
i=0XiYi(t) ∈ R[t], where Xi ∈ R \ {0} is b-positive and Yi(t) ∈

Q[t] \ {0}. Then the polynomial P (t) is b-positive, b-unimodal, and
palindromic with center of symmetry c if each Yi(t) is positive, uni-
modal, and palindromic with center of symmetry c.

Proof. Since Yi(t) is positive, unimodal, and palindromic with center
of symmetry c, we have Yi(t) =

∑2c
j=0 yi,jt

j, where yi,j ≥ 0, yi,j = yi,2c−j
for each i, j, and

yi,0 ≤ yi,1 ≤ · · · ≤ yi,bcc,

for each i. Now

P (t) =
m∑
i=0

2c∑
j=0

Xi yi,j t
j

=
2c∑
j=0

(
m∑
i=0

yi,jXi

)
tj.

Since each yi,j ≥ 0 and each Xi is b-positive, each
∑m

i=0 yi,jXi is b-
positive, making P (t) b-positive. Since yi,j = yi,2c−j, each

∑m
i=0 yi,jXi =∑m

i=0 yi,2c−jXi, making P (t) palindromic. Finally, since yi,j+1−yi,j ≥ 0
for each j = 0, . . . , bcc − 1, we see that

m∑
i=0

yi,j+1Xi −
m∑
i=0

yi,jXi =
m∑
i=0

(yi,j+1 − yi,j)Xi

is b-positive, making P (t) b-unimodal. �

For example, consider the polynomial

P (q, t) := ([5]t[2]t + [6]t + t[4]t)(3q + q5) + [4]t[3]t(1 + 2q3).

By Proposition B.1 the polynomials [5]t[2]t + [6]t + t[4]t and [4]t[3]t in
Q[t] are positive, unimodal and palindromic with center of symmetry 5

2
.

The polynomials 3q+ q5 and 1 + 2q3 are q-positive. It therefore follows
from Proposition B.3 that P (q, t) ∈ Q[q][t] is q-positive, q-unimodal
and palindromic with center of symmetry 5

2
.
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Remark B.4. We have changed the terminology from our previous pa-
pers (e.g. [ShWa2]) where we referred to q-positivity and q-unimodality
of polynomials in Q[q][t] as t-positivity and t-unimodality, respectively.

Appendix C. Unimodality of q-Eulerian polynomials and
Smirnov word enumerators

C.1. The q-Eulerian polynomial An(q, t). It is well known that the
Eulerian polynomials are palindromic and unimodal. In [ShWa2] a
q-analog of this result is obtained for An(q, t) := An(q, 1, t). In this
section we present an alternative proof as an easy consequence of the
closed form formula given in the following result.

Theorem C.1. For n ≥ 1,
(C.1)

An(q, t) =

bn+1
2
c∑

m=1

∑
k1,...,km≥2∑

ki=n+1

[
n

k1 − 1, k2, . . . , km

]
q

tm−1

m∏
i=1

[ki − 1]t ,

where [
n

k1, . . . , km

]
q

=
[n]q!

[k1]q! · · · [km]q!
.

Proof. We rewrite the r = 1 case of (A.3) as

1 +
∑
n≥1

An(q, t)
zn

[n]q!
= 1 +

∑
n≥1[n]t

zn

[n]q !

1− t
∑

n≥2[n− 1]t
zn

[n]q !

and extract the coefficients of zn

[n]q !
. �

Corollary C.2 (Shareshian and Wachs [ShWa2]). For all n ≥ 1, the
polynomial An(q, t) is q-unimodal and palindromic.

Proof. By Proposition B.1 (1), the polynomial tm−1
∏m

i=1[ki − 1]t is
positive, unimodal and palindromic with center of symmetry

m− 1 +
m∑
i=1

ki − 2

2
=
n− 1

2
.

Since each polynomial

[
n

k1 − 1, k2, . . . , km

]
q

is q-positive, the result

now follows from Proposition B.3. �
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C.2. The Smirnov word enumerator Wn(x, t). Let Wn be the set
of all words of length n over alphabet P with no adjacent repeats, i.e.,

Wn := {w ∈ Pn : wi 6= wi+1 ∀i = 1, 2, . . . , n− 1}.
These words are sometimes called Smirnov words. Define the enumer-
ator

Wn(x, t) :=
∑
w∈Wn

tdes(w)xw1 · · ·xwn ,

where des(w) = {i ∈ [n− 1] : wi > wi+1}.
Stanley (personal communication) observed that by P -partition reci-

procity [St2, Section 4.5], Wn(x, t) is equal to
∑n

j=0 ωQn,j(x)tj, where

Qn,j(x) is the Eulerian quasisymmetric function considered in [ShWa2].
This observation follows from the characterization of Qn,j(x) involving
“banners”, given in [ShWa2, Theorem 3.6]. The following result, which
refines a formula of Carlitz, Scoville and Vaughan [CaScVa], is therefore
equivalent to the r = 1 case of [ShWa2, Theorem 1.2].

Theorem C.3 (Stanley (see [ShWa2, Theorem 7.2])). Let

E(z) :=
∑
n≥0

en(x)zn.

Then

(C.2)
∑
n≥0

Wn(x, t)zn =
(1− t)E(z)

E(zt)− tE(z)
.

The following closed form formula for Wn(x, t) is obtained by rewrit-
ing (C.2) as

(C.3)
∑
n≥0

Wn(x, t)zn = 1 +

∑
n≥1[n]tenz

n

1− t
∑

n≥2[n− 1]tenzn
.

Theorem C.4. For all n ≥ 1,

Wn(x, t) =

bn+1
2
c∑

m=1

∑
k1,...,km≥2∑

ki=n+1

e(k1−1,k2,...,km) t
m−1

m∏
i=1

[ki − 1]t

where e(i1,...,im) := ei1 . . . eim for all (i1, . . . , im) ∈ Pm.

The following consequence of Theorem C.4 is obtained by applying
Propositions B.1 and B.3.

Corollary C.5. For all n ≥ 1, the polynomial Wn(x, t) is e-positive,
e-unimodal and palindromic.
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Remark C.6. Our proof of Corollary C.5 is based on an observation
of Haiman in [Ha, Equation (4.9)]. Stanley observed in [St1] that
the weaker result that the coefficient of zn in the formal power series

(1−t)E(z)
E(zt)−tE(z)

is a palindromic Schur-unimodal polynomial is a consequence

of (10.2) and the hard Lefshetz theorem. Stembridge observed in [Ste2]
that p-unimodality of the coefficients is a also a consequence of (10.2)
and the hard Lefshetz theorem.

Remark C.7. Theorem C.1 and Corollary C.2 are specializations of
Theorem C.4 and Corollary C.5, respectively (see Section 9).
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