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Abstract

We show that the knot group of any knot in any integer homology sphere admits a non-abelian representation into $SU(3)$ such that meridians are mapped to matrices whose eigenvalues are the three distinct third roots of unity. This answers the $N = 3$ case of a question posed by Xie and the first author. We also characterize when a $PU(3)$-bundle admits a flat connection. The key ingredient in the proofs is a study of the ring structure of $U(3)$ instanton Floer homology of $S^1 \times \Sigma_g$. In an earlier paper, Xie and the first author stated the so-called eigenvalue conjecture about this ring, and in this paper we partially resolve this conjecture. This allows us to establish a surface decomposition theorem for $U(3)$ instanton Floer homology of sutured manifolds, and then obtain the mentioned topological applications. Along the way, we prove a structure theorem for $U(3)$ Donaldson invariants, which is the counterpart of Kronheimer and Mrowka’s structure theorem for $U(2)$ Donaldson invariants. We also prove a non-vanishing theorem for the $U(3)$ Donaldson invariants of symplectic manifolds.

Contents

1 Introduction 2
2 Background and general strategy 7
3 Mumford relations and their duals 13
4 The $N = 3$ undeformed simple type quotient 21
5 Sutured instanton homology 26
6 The Structure Theorem 36
7 A non-vanishing theorem for symplectic 4-manifolds 50
8 $U(N)$ framed instanton homology 54
9 $N = 3$ knot homology and the Alexander polynomial 63
1 Introduction

This paper studies invariants in low-dimensional topology derived from $U(N)$ instanton gauge theory, with an emphasis on the case $N = 3$. Before describing the particular invariants and the general strategy, we begin with the central topological applications, which regard the existence of certain non-abelian representations of fundamental groups of 3-manifolds.

$U(3)$ representations of 3-manifold groups

Let $N \geq 2$ be an integer. The following was posed by the first author and Xie [DX20]:

**Question 1.1.** If $K$ is a non-trivial knot in an integer homology 3-sphere $Y$, does there exist a homomorphism $\phi : \pi_1(Y \setminus K) \to SU(N)$ with non-abelian image, such that

$$\phi(\mu) = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ 0 & \zeta & \cdots & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & \zeta^{N-1} \end{bmatrix}$$

where $\zeta = e^{2\pi i/N}$ and $c = e^{\pi i/N}$ or $c = 1$ depending on whether $N$ is even or odd?

The notation $\mu$ refers to the class of a fixed meridian in the knot group. Note that if Question 1.1 has an affirmative answer for $N$, then it does so too for all $lN$, where $l \in \mathbb{Z}_{>0}$. Kronheimer and Mrowka proved that Question 1.1 has an affirmative answer in the case $N = 2$ [KM10b]. In this paper we answer it affirmatively in the case $N = 3$:

**Theorem 1.2.** If $K$ is a non-trivial knot in an integer homology 3-sphere $Y$, then there exists a homomorphism $\phi : \pi_1(Y \setminus K) \to SU(3)$ with non-abelian image, such that

$$\phi(\mu) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \zeta & 0 \\ 0 & 0 & \zeta^2 \end{bmatrix}, \quad \zeta = e^{2\pi i/3}.$$

We also address the existence of 3-dimensional representations for fundamental groups of closed 3-manifolds. The following is an $N = 3$ analogue of a result of Kronheimer and Mrowka [KM10b, Thm. 7.21] (see also [KM18, Thm. 1.6]).

**Theorem 1.3.** Let $Y$ be a closed, oriented 3-manifold, and $\omega \in H^2(Y; \mathbb{Z}/3)$. Suppose $\omega[S] \equiv 0 \pmod{3}$ for every embedded 2-sphere $S \subset Y$. Then there exists a homomorphism $\pi_1(Y) \to PU(3)$ with the associated characteristic class in $H^2(Y; \mathbb{Z}/3)$ equal to $\omega$.

The Covering Conjecture states that the $N$-fold branched cover $\Sigma_N(K)$ of a non-trivial knot $K$ in a homotopy sphere $Y$ is not a homotopy sphere [Kir78, Problem 3.38]. Theorem 1.2 provides a homomorphism $\phi$ which descends to a non-trivial homomorphism of $\pi_1(\Sigma_3(K))$, and thus proves the Covering Conjecture for $N = 3$. This also proves the Smith
Conjecture, for $N = 3$: a non-trivial knot is not the fixed point set of an order $N$ orientation preserving diffeomorphism of $S^3$. Both the Covering Conjecture and Smith Conjecture for general $N$ are theorems, proved by ideas and techniques from diverse areas of mathematics including hyperbolic geometry, minimal surface theory, $SL(2, \mathbb{C})$ character varieties and classical 3-manifold topology [Mor84]. The proof indicated for $N = 3$ (modelled on the proof of Kronheimer and Mrowka for $N = 2$) is based on instanton Floer theory.

The Floer homology we utilize is in the setting of $U(3)$ instanton gauge theory. Donaldson-type invariants for closed 4-manifolds can be defined for any of the groups $U(N)$, see [Kro05, Cul14]. (More precisely, the relevant gauge symmetry group is $PU(N)$.) Such invariants were first studied in the physics literature by Mariño and Moore [MM98]. There, a generalization of Witten’s conjecture is provided, which predicts that no new topological information can be derived for 4-manifolds of simple type when $N \geq 3$. In contrast, Theorems 1.2 and 1.3 are derived from higher rank instanton Floer theory and do not follow from the $U(2)$ theory. To the best of the authors’ knowledge, these theorems are the first genuine topological applications of higher rank instanton gauge theory.

**$U(3)$ sutured instanton homology**

Kronheimer and Mrowka proved analogues of the above results in the case $N = 2$ using $U(2)$ sutured instanton Floer homology [KM10b]. The strategy to address Question 1.1 in general is to develop sutured instanton Floer theory for $U(N)$ so that the proofs for the $N = 2$ case may be adapted. This was initiated in [DX20], where $U(3)$ sutured instanton homology was constructed and some basic properties were established. To a balanced sutured manifold $(M, \alpha)$, the construction outputs a $\mathbb{Z}/2$-graded complex vector space

$$SHI_3(M, \alpha).$$

This is done by first gluing $[-1, 1] \times F$ to $M$, where $F$ is a connected surface of genus $g$ with boundary; the gluing is such that $[-1, 1] \times \partial F$ is identified with annuli neighborhoods of the sutures $\alpha \subset \partial M$. As $(M, \alpha)$ is balanced, the resulting 3-manifold has two boundary components which are diffeomorphic, and gluing these up by a diffeomorphism forms a closed 3-manifold. Then (1.4) is defined by taking a certain subspace of the $U(3)$ instanton homology of the closed 3-manifold with some choice of admissible bundle.

In [DX20], it is shown that $SHI_3(M, \alpha)$ is independent of the gluing maps involved in the construction. Here we establish that the construction is also independent of the choice of $F$ (in particular, the genus $g$). We obtain the following.

**Theorem 1.5.** The $U(3)$ sutured instanton homology $SHI_3(M, \alpha)$ is independent of all auxiliary choices and is an invariant of the balanced sutured manifold $(M, \alpha)$.

We also establish a surface decomposition result, which describes the behavior of $U(3)$ sutured instanton homology under surface decompositions. This is the counterpart of analogous results in sutured Heegaard Floer homology [Juh06] and $U(2)$ sutured instanton homology [KM10b]. The surface decomposition result, given in Proposition 5.16, leads to
the following non-vanishing result, which (together with a modest generalization given in Corollary 5.19) is used to prove Theorems 1.2 and 1.3.

**Theorem 1.6.** For any balanced taut sutured manifold \((M, \alpha)\), the \(U(3)\) sutured instanton homology group \(SHI_{\#}^3(M, \alpha)\) is non-trivial.

There are two important special cases of \(U(3)\) sutured instanton homology. Both can be defined more generally in the setting of \(U(N)\) instanton homology. The first is the \(U(N)\) framed instanton homology for closed 3-manifold \(Y\), denoted \(I^\#, N(Y)\). Versions of these groups were first studied by Kronheimer and Mrowka in [KM11b]. Here we study some further basic properties. We compute in Theorem 8.4 that the Euler characteristic is

\[
\chi \left( I^\#, N(Y) \right) = |H_1(Y; \mathbb{Z})|^{N-1}
\]

(1.7)

when \(b_1(Y) = 0\), and is otherwise zero. This generalizes the \(N = 2\) computation from [Sca15]. Moreover, in the \(N = 3\) case, we give a decomposition result for cobordism maps in framed instanton homology analogous to the \(N = 2\) result in [BS23, Theorem 1.16], and which relies on an adaptation of the \(U(3)\) Structure Theorem given below.

The other Floer homology group of interest is the \(U(N)\) knot instanton homology for a knot in an integer homology 3-sphere. In the case \(N = 2\), the graded Euler characteristic of this homology is a multiple of the Alexander polynomial [KM10a, Lim10]. For \(N = 3\), we provide in Section 9 a conjectural relationship between the bi-graded Euler characteristic of the \(U(3)\) knot homology and the Alexander polynomial, relying in part on the generalized version of Witten’s conjecture from [MM98].

**\(U(3)\) Donaldson-type invariants for 4-manifolds**

We also study the structure of \(U(3)\) polynomial invariants for closed 4-manifolds. For any closed connected oriented smooth 4-manifold \(X\) define

\[
A^3(X) := (\text{Sym}^*(H_0(X) \otimes H_2(X)) \otimes \Lambda^* H_1(X))^{\otimes 2}
\]

(1.8)

where complex coefficients are assumed. For \(\alpha \in H_i(X)\) where \(i \in \{0, 1, 2\}\), and \(r \in \{2, 3\}\), we write \(\alpha_{(r)}\) when regarding \(\alpha\) as an element of the \((r - 1)^{\text{st}}\) tensor power of (1.8). The degree of \(\alpha_{(r)}\) in this case is defined to be \(2r - i\). If \(b^+(X) > 1\), then for \(w \in H^2(X; \mathbb{Z})\) there is an associated \(U(3)\) Donaldson-type invariant

\[
D_{X,w}^3 : A^3(X) \to \mathbb{C}.
\]

Let \(x \in X\), viewed as a generator of \(H_0(X)\). We say that \(X\) is an \(U(3)\) simple type if

\[
D_{X,w}^3(x^3_{(2)}z) = 27D_{X,w}^3(z), \quad D_{X,w}^3(x_{(3)}z) = 0, \quad D_{X,w}^3(\delta z) = 0
\]

(1.9)

for all \(z \in A^3(X)\) and \(\delta \in \Lambda^* H_1(X) \otimes \Lambda^* H_1(X)\). When \(b_1(X) = 0\), this terminology is introduced in [DX20], and it is an analogue of Kronheimer and Mrowka’s simple type
condition in the $U(2)$ case; without the constraint on $b_1(X)$, it is an analogue of Muñoz’s strong simple type condition [Muñ00]. Define for all $z \in \mathbb{A}^3(X)$:

$$\hat{D}^3_{X,w}(z) := D^3_{X,w}((1 + \frac{1}{3}x(2) + \frac{1}{9}x^2(2))z).$$

It is also convenient to introduce the following formal power series in $\mathbb{C}[[H_2(X) \oplus H_2(X)]]$:

$$D^3_{X,w}(z) = \hat{D}^3_{X,w}(e^{\frac{z}{3}}).$$

Our main result regarding the structure of these invariants is the following analogue of Kronheimer and Mrowka’s structure theorem in the $U(2)$ case [KM95]. Let $\zeta = e^{2\pi i/3}$.

**Theorem 1.10.** Suppose $b^+(X) > 1$, and $X$ is $U(3)$ simple type. Then there is a finite set $\{K_i\} \subset H^2(X; \mathbb{Z})$ and $c_{i,j} \in \mathbb{Q}[\sqrt{3}]$ such that for any $w \in H^2(X; \mathbb{Z})$, and $\Gamma, \Lambda \in H_2(X)$:

$$D^3_{X,w}(\Gamma(2) + \Lambda(3)) = e^{-\frac{\Omega(\Lambda)}{2} - Q(\Lambda)} \sum_{i,j} c_{i,j} \zeta^{w(\frac{K_i-K_j}{2})} e^{\frac{\sqrt{3}}{2}(K_i+K_j)\cdot \Gamma + \frac{\sqrt{3}}{2}(K_i-K_j)\cdot \Lambda} \quad (1.11)$$

Each class $K_i$ is an integral lift of $w_2(X)$, and satisfies the following: if $\Sigma \subset X$ is a smoothly embedded surface of genus $g$ with $\Sigma \cdot \Sigma \geq 0$ and $[\Sigma]$ non-torsion, then

$$2g - 2 \geq |\langle K_i, \Sigma \rangle| + [\Sigma]^2. \quad (1.12)$$

This result partially resolves Conjecture 7.2 from [DX20]. We note that the expression (1.11) differs slightly from what appears in that reference, due to a minor difference in convention; see Remark 2.3. As explained in [DX20], it is predicted by Mariño and Moore [MM98] that the classes $K_i$ appearing in Theorem 1.10 are equal to the Kronheimer and Mrowka basic classes in $U(2)$ Donaldson theory, as well as the Seiberg–Witten basic classes; furthermore, the constants $c_{i,j}$ are expressible in terms of the data from these other theories.

**Remark 1.13.** In Theorem 6.26, if $[\Sigma]$ is torsion and $g \geq 1$, then (1.12) trivially holds. Note that if $\Sigma$ is as in Theorem 1.10 and has genus zero, then (1.12) never holds, and hence there are no such classes $K_i$, in which case the invariants $D_{X,w}$ all vanish.

We also prove a non-vanishing result for symplectic 4-manifolds.

**Theorem 1.14.** Let $X$ be a closed symplectic 4-manifold with $b^+(X) > 1$. Then the invariant $D^3_{X,w}$ is non-trivial for all $w \in H^2(X; \mathbb{Z})$.

Our strategy to prove this non-vanishing result is similar to Ozsváth and Szabó’s proof in [OS04] for the corresponding result in the context of Heegaard Floer homology and closely follows a strategy suggested by Kronheimer and Mrowka in the $U(2)$ case. (The non-triviality of $U(2)$ Donaldson invariants for symplectic 4-manifolds was also proved by Sivek in a different way [Siv15].) Theorem 1.14 can be used to prove that the $U(3)$ instanton homology of an irreducible 3-manifold with 3-admissible bundle is non-zero, and leads to an alternative proof of Theorem 1.3.
**Eigenvalues and the $U(3)$ instanton homology of $S^1 \times \Sigma_g$**

The main technical ingredient that paves the way for most of the above results is Theorem 2.14 below, which concerns the $U(3)$ instanton homology of a circle times a surface $\Sigma_g$ of genus $g$ with an admissible bundle. We restrict our attention to the *simple type ideal*, a subspace of this Floer homology, and compute the eigenvalues of certain operators acting on it. The simple type ideal is generated by relative invariants coming from 4-manifolds of simple type. Our eigenvalue result is a partial analogue to one used by Kronheimer and Mrowka in the $U(2)$ case, due to Muñoz [Muñ99].

The $U(N)$ instanton Floer homology of $S^1 \times \Sigma_g$ with an admissible bundle is isomorphic to $H^*(\mathcal{N}_g)$, the cohomology of the moduli space of rank $N$ stable holomorphic bundles over $\Sigma_g$ with some fixed determinant. In fact, this instanton Floer group admits a multiplication which is a deformation of the cup product on $H^*(\mathcal{N}_g)$, and is expected to be isomorphic to its quantum multiplication. Muñoz’s computation of eigenvalues in the $N = 2$ case relies on the fact that $H^*(\mathcal{N}_g)$ has a simple ring presentation which is recursive in the genus [Bar94, KN98, ST95, Zag95]. Such a concise description is not currently available in the $N = 3$ case, but a complete set of relations for the ring is known, due to Earl [Ear97]. Our restriction to the simple type ideal (which suffices for the purposes of the above results) simplifies the algebra considerably, and allows us to use Earl’s description of the ring $H^*(\mathcal{N}_g)$ to prove, together with results from [DX20], the desired eigenvalue result.

The authors expect that the method of proof for Theorem 2.14 may also be employed for $N > 3$. There are two essential ingredients that are required. One is a generalization to $N \geq 4$ of [DX20, Prop. 5.7], which gives the existence of certain eigenvalues in the $U(N)$ instanton Floer homology of a circle times a surface. The other is a computation, for $N \geq 4$, of the vector space dimension of the ring $H^*(\mathcal{N}_g)$ modulo the “undeformed simple type relations,” analogous to what is done below for $N = 3$. Relevant to this second ingredient is the work of Earl and Kirwan [EK04]. Given an appropriate generalization of Theorem 2.14 for $N > 3$, the authors expect that analogues for all of the results stated in this introduction, for general $N$, can also be proved, following similar methods. The authors hope to return to these matters in future work.

**Outline** In Section 2, we state and outline the proof of the main technical result, Theorem 2.14. In Sections 3 and 4, the cohomology ring $H^*(\mathcal{N}_g)$ is studied, and the proof of Theorem 2.14 is completed. In Section 5, we study $U(3)$ sutured instanton homology and prove Theorems 1.5, 1.6, followed by the proofs of Theorems 1.2 and 1.3. In Section 6, we prove Theorem 1.10, and in Section 7 we prove Theorem 1.14. In Section 8, $U(N)$ framed instanton homology is studied. Finally, in Section 9 we discuss $U(3)$ instanton knot homology and the Alexander polynomial.
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2 Background and general strategy

As mentioned in the introduction, the strategy to prove Theorems 1.2 and 1.3 is to develop sutured instanton Floer homology for the gauge group $U(p_N)$, and adapt arguments from the $N = 2$ case due to Kronheimer and Mrowka [KM10b]. This strategy was initiated in the $N = 3$ case by the first author and Xie [DX20]. The raw material for the construction of sutured instanton homology for general $N$ is the $U(p_N)$ instanton Floer homology

$$I^N_{p_N}(Y, \gamma)$$

which is defined for a closed, oriented, connected 3-manifold $Y$ and an oriented 1-cycle $\gamma$ satisfying the $N$-admissibility condition: there exists some oriented surface $\Sigma \subset Y$ such that $\gamma \cdot \Sigma$ is coprime to $N$. The group $I^N_{p_N}(Y, \gamma)$ is constructed by applying Morse homological methods to a Chern–Simons functional on $\mathcal{B}$, the configuration space of connections on the $PU(N)$-bundle on $Y$ determined by $\gamma$. These Floer homology groups were constructed by Kronheimer and Mrowka [KM11b], generalizing the work of Floer in the $N = 2$ case [Flo95]. In this paper, we work with Floer homology over the coefficient field $\mathbb{C}$, in which case (2.1) is a $\mathbb{Z}/4\mathbb{N}$-graded complex vector space.

Given a homology class $a \in H_i(Y; \mathbb{C})$ there are associated linear operators

$$\mu_r(a) : I^N_{p_N}(Y, \gamma) \to I^N_{p_N}(Y, \gamma), \quad 2 \leq r \leq N.$$  

The degree of $\mu_r(a)$ is $2r - i \pmod{4N}$. There is a universal $PU(N)$-bundle $\mathcal{P}$ over $\mathcal{B} \times Y$, and $\mu_r(a)$ is roughly the cap product on moduli spaces with $c_2(\mathcal{P})/a$.

Remark 2.3. Our convention for $\mu_r(a)$ differs from that of [DX20] by the sign $(-1)^r$. Furthermore, the grading we use on instanton homology is the negative of the convention in that paper (and is in fact a cohomological grading convention).

The construction of sutured instanton Floer homology relies on taking certain simultaneous generalized eigenspaces of the operators in (2.2) acting on the Floer groups (2.1). The crucial case to understand is when $Y = S^1 \times \Sigma_g$ where $\Sigma_g$ is a surface of genus $g$, and $\gamma = \gamma_d = S^1 \times \{x_1, \ldots, x_d\}$, with $d$ coprime to $N$. We write

$$V^N_{g,d} := I^N_{p_N}(S^1 \times \Sigma_g, \gamma_d).$$

The relevant operators acting on $V^N_{g,d}$ are denoted as follows:

$$\alpha_r := \mu_r(\Sigma_g), \quad \beta_r := \mu_r(x), \quad \psi^i_r := \mu_r(\eta_i) \quad (2 \leq r \leq N)$$

where $x \in S^1 \times \Sigma$ and the $\eta_i$ ($1 \leq i \leq 2g$) range over a symplectic basis of closed oriented curves on $\Sigma_g$. These operators are graded-commutative. In particular, since the $\psi^i_r$ are of odd degree, they square to zero, and each one has zero as its only eigenvalue. Consider the simultaneous eigenvalues with respect to the classes $\alpha_r, \beta_r$:

$$\Xi^N_{g,d} := \{ \lambda = (\lambda_1, \ldots, \lambda_{2N-2}) \in \mathbb{C}^{2N-2} \mid \exists v \in V^N_{g,d} : \alpha_r v = \lambda_{r-1} v, \ \beta_r v = \lambda_{r+N-2} v \}$$
where \( r \) ranges over \( 2, \ldots, N \). For \( \lambda \in \Xi^N_{g,d} \) we denote by

\[
V^N_{g,d}(\lambda) = \bigcap_{r=2}^N \bigcup_{k=1}^\infty \ker \left((\alpha_r - \lambda_{r-1})^k\right) \cap \ker \left((\beta_r - \lambda_{r+N-2})^k\right) \subset V^N_{g,d}
\]

the associated generalized eigenspace. Then we have

\[
V^N_{g,d} = \bigoplus_{\lambda \in \Xi^N_{g,d}} V^N_{g,d}(\lambda).
\]

**Lemma 2.5.** Let \( \zeta \) be a \( 2N \)-th root of unity. If \( \lambda = (\lambda_1, \ldots, \lambda_{2N-2}) \in \Xi^N_{g,d} \) then also

\[
\lambda' := (\zeta \lambda_1, \zeta^2 \lambda_2, \ldots, \zeta^{N-1} \lambda_{N-1}, \zeta^2 \lambda_N, \zeta^3 \lambda_{N+1}, \ldots, \zeta^{N-1} \lambda_{2N-3}, \zeta^N \lambda_{2N-2}) \in \Xi^N_{g,d}.
\]

Furthermore, \( \dim V^N_{g,d}(\lambda) = \dim V^N_{g,d}(\lambda') \).

**Proof.** Fix \( \zeta \) as in the statement, and define \( f : V^N_{g,d} \rightarrow V^N_{g,d} \) as follows. Let \( v \in V^N_{g,d} \) and write \( v_i \) for the component of \( v \) in grading \( i \mod 4N \). Then

\[
f(v) := \sum_{i=0}^{2N-1} \zeta^{-i} v_{2i} + \sum_{i=0}^{2N-1} \zeta^i v_{2i+1}.
\]

Let \( v \in V^N_{g,d}(\lambda) \). In particular, for each \( 2 \leq r \leq N \) we have \((\alpha_r - \lambda_{r-1})^N v = 0\) for some positive integer \( N \). This is equivalent to the collection of identities

\[
\sum_{i=0}^{N} \binom{N}{i} \alpha_r^{N-i} (-\lambda_{r-1})^l v_{l-(N-i)(2r-2)} = 0
\]

where \( 2 \leq r \leq N \) and \( 0 \leq l \leq 4N-1 \). It is straightforward to check that this identity is preserved upon replacing \( \lambda_{r-1} \) with \( \zeta^{r-1} \lambda_{r-1} \) and replacing \( v_{l-(N-i)(2r-2)} \) with \( f(v)_{l-(N-i)(2r-2)} \). The conditions involving the \( \beta_r \) operators is similar. Thus \( f \) induces a vector space isomorphism from \( V^N_{g,d}(\lambda) \) to \( V^N_{g,d}(\lambda') \).

There is also an operator of degree \( -4d \mod 4N \) denoted

\[
\varepsilon : V^N_{g,d} \rightarrow V^N_{g,d}
\]

declared as the map associated to the cylinder cobordism \([0,1] \times S^1 \times \Sigma_g \) equipped with \( U(N) \)-bundle determined by the oriented 2-cycle \([0,1] \times \gamma \cup \{1/2, x\} \times \Sigma_g \) where \( x \in S^1 \).

The operator \( \varepsilon \) commutes with all the operators (2.4).

The Floer homology \( V^N_{g,d} \) is in fact a ring. The multiplication is induced by the cobordism which is the product of a pair of pants cobordism \( S^1 \sqcup S^1 \rightarrow S^1 \) with \( \Sigma_g \). An identity element \( 1 \) is given by the relative invariant \( D^2 \times \Sigma_g \) with bundle determined by \( D^2 \times \{x_1, \ldots, x_d\} \).

Sending each operator (2.4) and \( \varepsilon \) to its evaluation on \( 1 \) induces an isomorphism of rings

\[
V^N_{g,d} = A^N_g[\varepsilon]/J^N_{g,d}
\]
where the $\mathbb{Z}$-graded $\mathbf{C}$-algebra $A^N_g$ is defined as follows:

$$A^N_g := \bigotimes_{r=2}^{N} \mathbf{C}[\alpha_r, \beta_r] \otimes \Lambda^* (\psi_r^i)_{1 \leq i \leq 2g}$$

The degrees of $\alpha_r, \beta_r, \psi_r^i$ are respectively $2r - 2, 2r, 2r - 1$. In the identification (2.7), the $\mathbb{Z}$-grading on $A^N_g$ reduced to the $\mathbb{Z}/4$-grading on $V^N_{g,d}$; on the right side of (2.7), the element $\varepsilon$ should be regarded as having degree 0. The ideal $J^N_{g,d} \subset A^N_g$ contains $\varepsilon^N - 1$ and is homogeneous with respect to the $\mathbb{Z}/4$-grading. There is a non-degenerate bilinear pairing

$$\langle \cdot, \cdot \rangle : V^N_{g,d} \otimes V^N_{g,d} \rightarrow \mathbf{C} \quad (2.8)$$

which is induced by $[0, 1] \times S^1 \times \Sigma_g$ viewed as a cobordism from two copies of $S^1 \times \Sigma_g$ (identifying one copy by an orientation-reversing diffeomorphism) to the empty set.

Key to the development of Kronheimer and Mrowka’s sutured instanton homology in the case $N = 2$ are results on the eigenvalues of the operators (2.4). There are two essential ingredients that are used, both following from the work of Muñoz [Muñ99] (see in particular [KM10b, Props. 7.1, 7.4]). The first is the computation of the spectrum:

$$\Xi^2_{g,1} = \{ (2ai^r, (-1)^r 2) \mid a \in \mathbf{Z}, |a| \leq g - 1, r \in \{0, 1\} \} \quad (2.9)$$

where $i = \sqrt{-1}$. The second ingredient regards “extremal” generalized eigenspaces:

$$\dim V^2_{g,1}(\pm i^r (2g - 2), (-1)^r 2) = 1. \quad (2.10)$$

An important property is that the pairing (2.8) restricted to the 1-dimensional space appearing in (2.10) is non-degenerate. In fact, the 1-dimensionality is equivalent to non-degeneracy, see for example [DX20, Lemma 5.11].

In [DX20], analogous properties for the case of $N = 3$ are studied. To state the relevant results, first define, for any integer $d$ coprime to 3:

$$\mathcal{E}^3_{g,d} := \left\{ (\sqrt{3} \zeta^k a, \sqrt{-3} \zeta^{2k} b, 3 \zeta^{2k}, 0) \mid (a, b) \in \mathcal{C}_g, k \in \{0, 1, 2\} \right\} \subset \mathbf{C}^4.$$

Here $\zeta = e^{2\pi i/3}$, and $\mathcal{C}_g$ is the subset of the lattice $\mathbf{Z}^2$ given by

$$\mathcal{C}_g = \{(a, b) \in \mathbf{Z}^2 \mid |a| + |b| \leq 2g - 2, a \equiv b \pmod{2} \}.$$

Then, the following is a partial analogue of (2.9).

**Proposition 2.11.** $\mathcal{E}^3_{g,d} \subset \Xi^3_{g,d}$.

**Proof.** It is proved in [DX20, Prop. 5.7] that the set

$$\left\{ (\sqrt{3} \zeta^{db} a, -\sqrt{-3} \zeta^{2db} b, 3 \zeta^{2db}, 0) \mid (a, b) \in \mathcal{C}_g \right\} \quad (2.12)$$

is contained in $\Xi^3_{d,g}$. (Note that this set of eigenvalues differs slightly from that in [DX20, Prop. 5.7] because of Remark 2.3.) In fact, these eigenvalues simultaneously occur with the eigenvalue $+1$ of $\varepsilon$. The remaining eigenvalues are obtained using Lemma 2.5. □
The inclusion of Proposition 2.11 is conjectured to be equality, see [DX20, Conj. 7.3]. An analogue of (2.10) is essentially proved in [DX20] (see Proposition 2.23):

\[ \dim V_{g,d}^3 \left( \pm \sqrt[3]{3 \zeta^k (2g-2), 0, 3 \zeta^{2k}, 0} \right) = 1 \]  

(2.13)

where \( k \in \{0, 1, 2\} \). Just as in the \( N = 2 \) case, the pairing (2.8) restricted to this 1-dimensional space is non-degenerate; Proposition 2.11 and property (2.13), with its non-degeneracy, are sufficient to define sutured instanton homology and prove an excision result in the case \( N = 3 \), parallel to the case \( N = 2 \), and this is explained in [DX20, §5.2].

In the case \( N = 2 \), Kronheimer and Mrowka prove a sutured decomposition result [KM10b, Prop. 7.11] using (2.9). This result implies that sutured instanton homology for taut sutured manifolds is nonzero, and leads to existence results for \( U(2) \) representations. For \( N = 3 \), if equality in Proposition 2.11 holds, then similar arguments carry through. However, the inclusion of Proposition 2.11 by itself is not sufficient.

On the other hand, inspection of the arguments in [KM10b] shows that in the \( N = 2 \) case, equality of (2.9) is not necessary. The following weaker version of (2.9) suffices:

\[ \Xi_{g,1}^2 \cap (C \times \{ \pm 2 \}) = \{ (2a \tau^r, (-1)^r 2) \mid a \in \mathbb{Z}, |a| \leq g - 1, r \in \{0, 1\} \}. \]

The same is true in the case \( N = 3 \): equality in Proposition 2.11 is not necessary, and the following, our main technical result, is a weaker version which suffices:

**Theorem 2.14.** Let \( d \in \mathbb{Z} \) be coprime to 3, \( g \in \mathbb{Z}_{\geq 0} \), and \( \zeta = e^{2 \pi i / 3} \). If \( \lambda \in \Xi_{g,d}^3 \) and \( \lambda = (\lambda_1, \lambda_2, 3 \zeta^j, 0) \) for some \( j \in \mathbb{Z} \), then \( \lambda \in \mathcal{E}_{g,d}^3 \). Equivalently (by Proposition 2.11):

\[ \Xi_{g,d}^3 \cap \left( C^2 \times C_3 \times \{0\} \right) = \mathcal{E}_{g,d}^3 \]

where \( C_3 = \{3, 3 \zeta, 3 \zeta^2\} \) is the set of 3rd roots of 27.

In the remainder of this section we explain the strategy to prove Theorem 2.14. Let \( \mathcal{N}_g = \mathcal{N}_{g,d}^N \) be the moduli space of projectively flat \( U(N) \)-connections \( A \) on \( \Sigma_g \) with \( \det(A) = A_0 \), where \( A_0 \) is a fixed connection on a complex line bundle \( L \rightarrow \Sigma_g \) of degree \( d \). There is a natural isomorphism of rings (see Section 3):

\[ H^*(\mathcal{N}_g; \mathbb{C}) = A_g^N / I_g \]  

(2.15)

where \( I_g \) is a homogeneous ideal in \( A_g^N \). Consider the extended ideal

\[ I'_g := (\varepsilon^N - 1)I_g + \sum_{i=0}^{N-1} \varepsilon^i I_g \subset A_g^N [\varepsilon]. \]

Then, the relation ideal \( J_{g,d}^N \) for \( V_{g,d}^N \) from (2.7) is a deformation of the ideal \( I'_g \). Concretely,

\[ I'_g = \left( L(f) \mid f \in J_{g,d}^N \right) \subset A_g^N [\varepsilon] \]
where \( L(f) \) is the top degree homogeneous part of \( f \). Here the degree of \( \varepsilon \) is set equal to 0. Furthermore, there is a complex vector space isomorphism

\[
V_{g,d}^{N} \cong H^*(\mathcal{N}_g, \mathbb{C})[\varepsilon]/(\varepsilon^N - 1).
\]  

(2.16)

That is to say, the complex dimensions of the quotients of \( A_g^N[\varepsilon] \) by \( J_{g,d}^N \) and \( I_{g}^N \) are equal. These observations were first given by Muñoz in the case \( N = 2 \) [Muñ99]; the case for general \( N \) is similar, and discussed in [DX20].

Define the simple type ideal of \( V_{g,d}^3 \) as follows:

\[
S_{g,d}^3 = \ker(\beta_2^3 - 27) \cap \ker(\beta_3) \cap \bigcap_{1 \leq i \leq 2g, r=2,3} \ker(\psi_r^i) \subset V_{g,d}^3.
\]

(2.17)

The inclusion of Proposition 2.11 implies the following inequality:

\[
\dim \mathbb{C} S_{g,d}^3 \geq |\varepsilon_{g,d}^3| = 3(2g - 1)^2.
\]

(2.18)

Furthermore, if equality in (2.18) holds, then in it is straightforward to see that in fact there can be no other eigenvalues in \( \Xi_{g,d}^3 \) of the form \( (\lambda_1, \lambda_2, 3\zeta^j, 0) \), and Theorem 2.14 follows. Thus our goal is to prove the inequality

\[
\dim \mathbb{C} S_{g,d}^3 \leq 3(2g - 1)^2.
\]

(2.19)

Define \( \mathcal{J}_{g,d}^3 \) to be the ideal of \( A_g^3[\varepsilon] \) generated by \( \beta_2^3 - 27, \beta_3, \psi_r^i, \varepsilon^3 - 1 \). The pairing (2.8) satisfies \( \langle ax, y \rangle = \langle x, ay \rangle \) for all \( a \in V_{g,d}^N \). Thus there is an induced pairing

\[
S_{g,d}^3 \otimes A_g^3[\varepsilon]/\mathcal{J}_{g,d}^3 \to \mathbb{C}
\]

Nondegeneracy of (2.8) implies the inequality

\[
\dim \mathbb{C} S_{g,d}^3 \leq \dim \mathbb{C} A_g^3[\varepsilon]/\mathcal{J}_{g,d}^3.
\]

(2.20)

On the other hand, consider the ideal

\[
\tilde{I}_g := I_g + (\beta_2^3, \beta_3, \psi_r^i)_{1 \leq i \leq 2g} \subset A_g^3
\]

and its extension \( \tilde{I}_g' := (\varepsilon^3 - 1)\tilde{I}_g + \varepsilon \tilde{I}_g + \varepsilon^2 \tilde{I}_g \) inside \( A_g^3[\varepsilon] \). Since \( \mathcal{J}_{g,d}^3 \) is a deformation of the ideal \( \tilde{I}_g \), it follows that there is an inequality

\[
\dim \mathbb{C} A_g^3[\varepsilon]/\mathcal{J}_{g,d}^3 \leq \dim \mathbb{C} A_g^3[\varepsilon]/\tilde{I}_g' = 3 \dim \mathbb{C} A_g^3/\tilde{I}_g.
\]

(2.21)

Therefore, the following result, together with inequalities (2.20) and (2.21), proves the desired inequality (2.19), and hence proves Theorem 2.14.

**Theorem 2.22.** For \( g \geq 1 \), \( \dim \mathbb{C} A_g^3/\tilde{I}_g \leq (2g - 1)^2 \).
This theorem is proved in the next two sections, where the ring $H^*(N_g)$ is studied. For reasons explained above (see also the end of this section), we call $A^3_g/I_g$ the undeformed simple type quotient.

We now show how (2.13) follows from [DX20] and Theorem 2.22.

**Proposition 2.23.** \( \dim V^3_{g,d}(\pm \sqrt{3} \zeta^k(2g - 2), 0, 3\zeta^{2k}, 0) = 1 \) for each \( k \in \{0, 1, 2\} \). In particular, the generalized eigenspace for \( (\pm \sqrt{3} \zeta^k(2g - 2), 0, 3\zeta^{2k}, 0) \) agrees with the corresponding eigenspace.

**Proof.** From our above discussion, Theorem 2.22 implies

\[
\dim C A^3_g(\varepsilon)/I^3_{g,d} = 3(2g - 1)^2. \tag{2.24}
\]

For \( \lambda_0 \in \mathbb{C} \) and \( \lambda \in \Xi^3_{g,d} \), write \( V(\lambda_0, \lambda) = V^3_{g,d}(\lambda) \cap \ker(\varepsilon - \lambda_0). \) Then

\[
V^3_{g,d} = \bigoplus_{(\lambda_0, \lambda) \in \mathbb{C} \times \Xi^3_{g,d}} V(\lambda_0, \lambda).
\]

Write \( \Pi \) for the projection from \( V^3_{g,d} \) to \( A^3_g(\varepsilon)/I^3_{g,d}. \) Since \( |\Xi^3_{g,d}| = 3(2g - 1)^2 \), for each \( \lambda \in \Xi^3_{g,d} \), there is a unique \( \lambda_0 \in \mathbb{C} \) such that \( \Pi(V(\lambda_0, \lambda)) \) is nonzero. For if this were not the case, the equality (2.24) would be violated. Let \( \lambda = (\pm \sqrt{3}(2g - 2), 0, 3, 0) \). In [DX20, §5.1] it is shown that \( V(1, \lambda) \) is 1-dimensional. Consequently,

\[
\dim \left( V^3_{g,d}(\lambda) \cap \ker(\varepsilon - 1) \right) = 1.
\]

On the other hand, by the above remarks, it must be that \( V^3_{g,d}(\lambda) \subset \ker(\varepsilon - 1) \). This proves the desired result in the case \( k = 0 \). The cases where \( k \in \{1, 2\} \) then follow from the case \( k = 0 \) and Lemma 2.5. \( \square \)

We conclude this section with some commentary on our terminology used for the subspace \( S^3_{g,d} \subset V^3_{g,d}. \) First, for any oriented smooth 4-manifold \( X \) recall the definition

\[
A^3(X) = (\text{Sym}^n(H_0(X) \otimes H_2(X)) \otimes \Lambda^* H_1(X))^\mathbb{Z}^2
\]

where complex coefficients are assumed. If \( X \) is closed and \( b^+(X) > 1 \), and \( w \in H^2(X; \mathbb{Z}) \), then there is an associated \( U(3) \) Donaldson-type invariant

\[
D^3_{X,w} : A^3(X) \to \mathbb{C},
\]

and we now review the outline of its construction. Let \( z = (z_{i_1} \cdots z_{i_k}) \otimes (z'_{j_1} \cdots z'_{j_l}) \in A^3(X) \) where each \( z_{i_1} \) and \( z'_{j_1} \) in \( H_i(X) \) for some \( i \in \{0, 1, 2\} \). Consider the moduli space of \( PU(3) \) instantons with energy \( \kappa \) on \( X \), with bundle determined by \( w \), and cut down by divisors representing \( \mu_2(z_{i_1}), \ldots, \mu_2(z_{i_k}), \mu_3(z'_{j_1}), \ldots, \mu_3(z'_{j_l}). \) The energy \( \kappa \) is chosen so that the cut-down space has expected dimension 0 (if this is not possible, the invariant is zero). For a generic metric and perturbation, the cut-down moduli space is a compact 0-manifold, and \( D^3_{X,w}(z) \) is the associated signed count. (In general, the blow-up trick of Morgan–Mrowka is also employed.) The following condition on pairs \( (X, w) \) refines the definition of \( U(3) \) simple type given in the introduction.
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Definition 2.25. Let \( X \) be a closed oriented 4-manifold with \( b^+ (X) > 1 \) and \( w \in H^2 (X; \mathbb{Z}) \). The pair \((X, w)\) is called \( U(3) \) simple type if
\[
D^{3}_{X,w} ((x_2^3 - 27) z) = 0, \quad D^{3}_{X,w} (x_2 (3) z) = 0, \quad D^{3}_{X,w} (\delta z) = 0
\]
for any \( z \in \mathbb{A}^3(X) \) and any \( \delta \in \Lambda^* H_1(X) \otimes \Lambda^* H_1(X) \subset \mathbb{A}^3(X) \). We say \( X \) is \( U(3) \) simple type if \((X, w)\) is \( U(3) \) simple type for all \( w \in H^2 (X; \mathbb{Z}) \).

Let \((X, w)\) be a pair of a closed, smooth, oriented 4-manifold and a 2-cycle \( w \), with \( b_1(X) = 0 \) and \( b^+ (X) > 1 \), which is also \( U(3) \) simple type. Suppose further that \( \Sigma \subset X \) is an embedded surface of genus \( g \) in \( X \) such that \( \Sigma \cdot \Sigma = 0 \) and \( d := \Sigma \cdot w \) is coprime to 3. Removing a regular neighborhood of \( \Sigma \) from \((X, w)\) produces a pair \((X^\circ, w^\circ)\) with boundary \((S^1 \times \Sigma_g, \gamma_d)\). In particular, for any \( z \in \mathbb{A}^3(X^\circ) \) there are relative invariants
\[
D^{3}_{X^\circ, w^\circ} (z) \in V^{3}_{g,d}.
\]

The proof of (2.11) from [DX20] produces eigenvectors with eigenvalues in \( \mathbb{E}^3_{g,d} \) using such relative invariants (see also proof of Theorem 6.15). A gluing formula expresses invariants of \((X, w)\) in terms of relative invariants, using the pairing (2.8):
\[
D^{3}_{X, w} (zz') = \langle D^{3}_{X^\circ, w^\circ} (z), z' \rangle, \quad (2.28)
\]
where \( z' \in \mathbb{A}^3_{g,d} \), which also induces an element of \( \mathbb{A}^3(X) \). The gluing formula (2.28), the simple type condition (2.26), and the non-degeneracy of the pairing (2.8) imply that
\[
D^{3}_{X^\circ, w^\circ} (z) \in S^{3}_{g,d}.
\]

A consequence of Theorem 2.22 is
\[
\dim \mathbb{C} S^{3}_{g,d} = 3(2g - 1)^2,
\]
which implies that the simple type ideal \( S^{3}_{g,d} \) is in fact spanned by relative invariants coming from simple type 4-manifolds.

3 Mumford relations and their duals

As in the previous section, denote by \( \mathcal{N}_g = \mathcal{N}_g^N \) the moduli space of projectively flat \( U(N) \)-connections \( A \) on a Riemann surface \( \Sigma_g \) of genus \( g \) with \( \det(A) = A_0 \), where \( A_0 \) is a fixed connection on a line bundle \( L \rightarrow \Sigma_g \) of degree \( d \in \mathbb{Z} \). Assume as before that \( d \) is coprime to \( N \). Then \( \mathcal{N}_g \) is a smooth manifold of dimension \((N^2 - 1)(2g - 2)\). By the Narasimhan–Seshadri correspondence, \( \mathcal{N}_g \) may be identified with the moduli space of rank \( N \) stable holomorphic bundles over \( \Sigma_g \) with fixed determinant of degree \( d \).

There is a universal \( U(N) \)-bundle \( U \rightarrow \mathcal{N}_g \times \Sigma_g \). This bundle is not unique, as tensoring it by any line bundle pulled back from \( \mathcal{N}_g \) gives another such choice. However,
\[
P := U \otimes \det(U)^{-1/N}
\]
defines an element in the rational $K$-theory of $\mathcal{N}_g \times \Sigma_g$, which is independent of the choice of the universal bundle $\mathcal{U}$. We define cohomology classes

$$\alpha_r \in H^{2r-2}(\mathcal{N}_g), \quad \psi^i_r \in H^{2r-1}(\mathcal{N}_g), \quad \beta_r \in H^{2r}(\mathcal{N}_g) \quad (3.1)$$

using the Künneth decomposition of the Chern class $c_r(\mathcal{P}) \in H^*(\mathcal{N}_g) \otimes H^*(\Sigma_g)$:

$$c_r(\mathcal{P}) = \alpha_r \otimes \sigma + \sum_{i=1}^{2g} \psi^i_r \otimes \xi_i + \beta_r \otimes 1 \quad (2 \leq r \leq N). \quad (3.2)$$

Note $c_1(\mathcal{P}) = 0$. All cohomology groups are defined over $\mathbb{C}$, unless otherwise mentioned. (However, everything in this section can be done over $\mathbb{Q}$.) Recall that a symplectic integral basis of $\{\eta_i\}_{i=1}^{2g}$ for $H_1(\Sigma_g)$ was fixed earlier. In $(3.2)$, $\{\xi_i\}_{i=1}^{2g}$ is the integral basis of $H^1(\Sigma_g)$ satisfying $\xi_i(\eta_j) = \delta_{ij}$, and $\sigma$ is the integral generator of $H^2(\Sigma_g)$ given by the orientation. In particular, for $1 \leq i \leq g$, we have $\xi_i \xi_{g+i} = \sigma$ and $\xi_i \xi_j = 0$ when $j \neq g + i$.

The following is a reformulation of a result due to Atiyah and Bott [AB83, Thm. 9.11] (see also [DX20, Prop. 3.14]).

**Proposition 3.3.** The cohomology ring $H^*(\mathcal{N}_g)$ is generated by the elements $\alpha_r, \beta_r, \psi^i_r$ where $2 \leq r \leq N, 1 \leq i \leq 2g$.

This result induces the isomorphism (2.15) mentioned earlier.

We next turn to relations for these generators. Let $J_g$ be the Jacobian torus of $\Sigma_g$, viewed as the moduli space of flat $U(1)$-connections on $\Sigma_g$, or equivalently, the moduli space of holomorphic line bundles of degree zero. Let

$$V \to \mathcal{N}_g \times J_g \times \Sigma_g,$$

be defined as the tensor product of the pullback of $\mathcal{U}$ with the pullback of the Poincaré bundle over $J_g \times \Sigma_g$. We have

$$c_1(V) = d \cdot 1 \otimes 1 \otimes \sigma + \sum_{i=1}^{2g} 1 \otimes d_i \otimes \xi_i + x \otimes 1 \quad (3.4)$$

where $x \in H^2(\mathcal{N}_g \times J_g)$, and $d_i \in H^1(J_g)$ generate $H^*(J_g)$ as an exterior algebra. Consider the projection $f : \mathcal{N}_g \times J_g \times \Sigma_g \to \mathcal{N}_g \times J_g$. The Grothendieck–Riemann–Roch formula expresses $c_i(f_1V)$ in terms of the generators $(3.1)$ and elements of $H^*(J_g)$. Now assume

$$d = 2N(g-1) + d', \quad 1 \leq d' < N. \quad (3.5)$$

Throughout this subsection, $d'$ is fixed, and $g$ is a positive integer. As a consequence of stability and Serre duality, $H^1(\Sigma_g; \mathcal{E} \otimes \mathcal{L}) = 0$ for any stable rank $N$ bundle $\mathcal{E}$ and degree zero holomorphic line bundle $\mathcal{L}$ over $\Sigma_g$. Therefore $f_1V$ is an honest vector bundle over $\mathcal{N}_g \times J_g$, whose rank can be computed using Riemann-Roch. Consequently, we have

$$c_i(f_1V) = 0 \quad \text{if} \quad i > \text{rk}(f_1V) = N(g-1) + d'. \quad (3.6)$$
Taking slant products of the Chern classes (3.6) with elements in $H^*(J_g)$ thus yields relations for the generators (3.1). We call these Mumford relations, following the discussion in [AB83].

In the case $N = 2$, the Mumford relations were shown to be a complete set of relations for the ring $H^*(N_g)$ by Kirwan [Kir92].

When $N > 2$, the Mumford relations do not give a complete set of relations for $H^*(N_g)$. Following [Ear97], we consider a line bundle $L \to \Sigma_g$ of degree $4(g - 1) + 1$. Let $\phi : N_g \times J_g \to \Sigma_g$ be projection. Define the “dual” universal bundle $V := V^* \otimes \phi^* L$.

Then under assumption (3.5), a similar argument using stability and Serre duality implies that $f_! V$ is an honest vector bundle. We then obtain

$$c_i(f_! V) = 0 \quad \text{if} \quad i > \text{rk}(f_! V) = N g - d'.$$

Again, taking slant products of the classes (3.6) with elements in $H^*(J_g)$ yields relations for the generators (3.1). We call these dual Mumford relations, following Earl. In the case $N = 3$, the work of Earl [Ear97] implies that the Mumford relations and the dual Mumford relations form a complete set of relations for $H^*(N_g)$.

In the following, we use Grothendieck–Riemann–Roch to compute the Chern classes of $f_! V$, $f_! V$ and then use (3.6) and (3.7) to obtain relations in the cohomology ring $H^*(N_g)$. For this purpose, we may assume $x$ in (3.4) is zero, by tensoring $V$ by a formal line bundle over $N_g \times J_g$ whose first Chern class is $-x/N$. Following an observation of Zagier [Zag95, p.22], this assumption does not affect (3.6) and (3.7).

When $N > 3$, the Mumford relations and dual Mumford relations are not complete, and more relations are necessary. A complete set of relations for general $N$ was given by Earl and Kirwan [EK04]. As our focus is the case $N = 3$, we will only consider the Mumford and dual Mumford relations. The particular elements we consider are

$$\zeta_m^g, \zeta_m^k \in A^*_g = \mathbb{C}[\alpha_2, \ldots, \alpha_N, \beta_2, \ldots, \beta_N] \otimes \Lambda^* (\psi^i_r)$$

By our discussion thus far, the cohomology ring for $N_g$ may be written as in (2.15),

$$H^*(N_g) = A^*_g / I_g,$$

and using (3.6), (3.7), the ideal of relations $I_g$ contains the following elements:

$$\zeta_m^g \in I_g \quad \text{if} \quad m > N(g - 1) - k + d',$$

$$\zeta_m^k \in I_g \quad \text{if} \quad m > N g - k - d'.$$
We now study these relations after modding out by the classes $\psi_i$. In the computations below, there will frequently appear two constants:

$$c_{N,d'} := 1 - \frac{d'}{N}, \quad \tau_{N,d'} := 1 - c_{N,d'} = \frac{d'}{N}. \quad (3.11)$$

We first obtain an expression for the generating functions of the polynomials $\zeta_{g,k}^m$ (with respect to the index $m$). Below, the notation "$\equiv$" means congruence modulo the ideal $(\psi_i^2)_{2 \leq r \leq N, 1 \leq i \leq 2g}$. By convention, we also set $\beta_1 = \alpha_1 = \alpha_0 = 0$ and $\beta_0 = 1$.

**Proposition 3.12.** The generating series $F_{g,k}(t) := \sum_{m=0}^{\infty} \zeta_{g,k}^m \mod (\psi_i^2)$ is given by:

$$F_{g,k}(t) \equiv \psi \left( \sum_{i=0}^{N} \beta_i t^i \right)^{g-\psi - c_{N,d'}} \left( \sum_{i=0}^{N} (1 - \frac{i}{N}) \beta_i t^i \right)^k G(t)$$

where the power series $G(t) \in \mathbb{Q}[\alpha_2, \ldots, \alpha_N, \beta_2, \ldots, \beta_N][[t]]$ is defined by

$$G(t) = \exp \left( \sum_{i=1}^{N} \alpha_i \frac{\partial}{\partial \beta_i} \left( \sum_{n=1}^{\infty} \frac{(-t)^n p_n}{n(n+1)} \right) \right). \quad (3.13)$$

The notation $p_n$ refers to the $n$th power symmetric function, viewed as a function of the elementary symmetric functions. More explicitly, recall that given variables $x_1, x_2, \ldots$ there are the elementary symmetric functions $e_n$ and the power symmetric functions $p_n$:

$$e_n = \sum_{i_1 < i_2 < \cdots < i_n} x_{i_1} x_{i_2} \cdots x_{i_n} \quad \quad p_n = \sum_i x_i^n$$

It is a basic result that $p_n$ can be written as a function in the elementary symmetric functions: $p_n = p_n(e_1, e_2, \ldots)$. An explicit relationship is given by

$$- \sum_{n=1}^{\infty} \frac{(-t)^n p_n}{n} = \log \left( \sum_{n=0}^{\infty} e_n t^n \right). \quad (3.14)$$

In the formula of Proposition 3.12, $\frac{\partial p_n}{\partial \beta_i}$ should be interpreted by identifying the $\beta_i$ with $e_i$ for $i = 0$ and $2 \leq i \leq N$, and setting the other $e_i = 0$. Explicitly,

$$\frac{\partial p_n}{\partial \beta_i} = \frac{\partial}{\partial e_i} p_n(e_1, e_2, \ldots) \Big|_{e_i = \beta_i}$$

**Proof of Proposition 3.12.** We adapt the computation of Zagier [Zag95, §6], which is for the case $N = 2$. Grothendieck–Riemann–Roch says

$$\text{ch}(f|V) = (\text{ch}(V) \text{td}(\Sigma_g))/[\Sigma_g] \quad (3.15)$$
where \( \text{td}(\Sigma_g) = 1 - (g - 1)\sigma \) is the Todd class of \( \Sigma_g \). We have
\[
\text{ch}(V) = \text{ch}(P)\text{ch}(\text{det}(V)^{1/N})
\]
where \( \text{ch}(P) \) is interpreted via the natural map \( H^*(\mathcal{N}_g \times \Sigma_g) \to H^*(\mathcal{N}_g \times J_g \times \Sigma_g) \) induced by projection. Using (3.4) (and recalling \( x = 0 \)) we obtain
\[
\text{ch}(\text{det}(V)^{1/N}) = 1 + \frac{1}{N} d \otimes 1 \otimes \sigma + \frac{1}{N^2} \sum_{i=1}^{2g} 1 \otimes d_i \otimes \xi_i - \frac{1}{N^2} 1 \otimes A \otimes \sigma
\]
where \( A = \sum_{i=1}^{d_i d_{g+i}} \in H^2(J_g) \). We next give an expression for \( \text{ch}(P) \). Let \( \gamma_i \) (resp. \( \delta_i \)), where \( 1 \leq i \leq N \), be formal degree 2 classes such that the \( i \)-th elementary symmetric polynomial in the \( \gamma_i \) (resp. \( \delta_i \)) is equal to \( c_i(P) \) (resp. \( \beta_i \)). Then
\[
\text{ch}(P) = \sum_{i=1}^{N} e^{\gamma_i} = \sum_{r_1, \ldots, r_N} a_{r_1, \ldots, r_N} c_1(P)^{r_1} \cdots c_N(P)^{r_N}
\]
for some constants \( a_{r_1, \ldots, r_N} \). A direct computation from (3.2) gives
\[
c_1(P)^{r_1} \cdots c_N(P)^{r_N} \equiv \beta_1^{r_1} \cdots \beta_N^{r_N} \otimes 1 \otimes 1 + \sum_{i=0}^{N} \alpha_i \frac{\partial}{\partial \beta_i} (\beta_1^{r_1} \cdots \beta_N^{r_N}) \otimes 1 \otimes \sigma.
\]
Together with the identity \( \sum_{i=1}^{N} e^{\delta_i} = \sum_{r_1, \ldots, r_N} a_{r_1, \ldots, r_N} \beta_1^{r_1} \cdots \beta_N^{r_N} \), these relations yield
\[
\text{ch}(P) \equiv \psi \left( \frac{d}{N} - (g - 1) - \frac{1}{N^2} A \right) \sum_{i=1}^{N} e^{\delta_i} \otimes 1 + \sum_{i,j=1}^{N} \alpha_i \frac{\partial}{\partial \beta_i} e^{\delta_j} \otimes 1 \otimes \sigma \tag{3.16}
\]
With these observations in hand, we evaluate (3.15) to be
\[
\text{ch}(f_1 V) \equiv \psi \left( \frac{d}{N} - (g - 1) - \frac{1}{N^2} A \right) \sum_{n=1}^{\infty} \frac{(-1)^n}{n} s_n \quad \iff \quad \text{ch}(E) = \text{rk}(E) + \sum_{n=1}^{\infty} \frac{s_n}{n!} \tag{3.17}
\]
where \( s_n = s_n(E) \in H^{2n}(X) \). For \( E = f_1 V \), using (3.16) we compute
\[
s_n \equiv \psi \left( \frac{d}{N} - (g - 1) \right) p_n - \frac{n}{N^2} A p_{n-1} + \sum_{i=1}^{N} \frac{1}{n+1} \alpha_i \frac{\partial}{\partial \beta_i} p_{n+1}
\]
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where \( p_n \) is the \( n^{th} \) power symmetric function in \( \delta_1, \ldots, \delta_N \). From (3.17), we obtain

\[
c(f_i V)_t = \psi \left( \sum_{i=0}^{N} \beta_i t^i \right) \frac{1}{n!} \left( g^{-1} \right) \exp \left( -\frac{A t}{N^2} \sum_{n=1}^{\infty} (-t)^{n-1} p_{n-1} \right) G(t)
\]  

(3.18)

Here we use the notation \( c(E)_t = \sum_{i=0}^{\infty} c_i(E)_t t^i \) for the power series associated to the total Chern class of \( E \). Using \( A^i / D_k = r^i \delta_{r k} \), we obtain an expression for the slant product:

\[
c(f_i V)_t / D_k = \psi \left( \sum_{i=0}^{N} \beta_i t^i \right) \frac{1}{N} \left( g^{-1} \right) \left( \frac{-t}{N^2} \sum_{n=1}^{\infty} (-t)^{n-1} p_{n-1} \right)^k G(t)
\]

Taking the derivative of relation (3.14) (with \( c_k = \beta_k \)) gives

\[
\sum_{n=1}^{\infty} (-t)^{n-1} p_{n-1} = \sum_{i=0}^{N} i \beta_i t^{i-1} / \sum_{i=0}^{N} \beta_i t^i.
\]

Noting \( p_0 = \bar{N} \), we then have the relation

\[
\sum_{n=1}^{\infty} (-t)^{n-1} p_{n-1} = \bar{N} - \sum_{i=0}^{N} i \beta_i t^i / \sum_{i=0}^{N} \beta_i t^i = \sum_{i=0}^{N} \left( (N - i) \beta_i t^i / \sum_{i=0}^{N} \beta_i t^i \right).
\]

Substituting this last expression into (3.18), and using \( t^k F_{g,k}(t) = (-N)^k c(f_i V)_t / D_k \), as determined by (3.8), gives the result. \( \square \)

**Remark 3.19.** Setting all \( \psi \) equal to zero simplifies this computation considerably. Explicit formulas can of course be obtained without this simplification; see [Ear97, Kir92] for computations along these lines (using different generators).

From Proposition 3.12 we derive a recursive relation for the \( \zeta_{m}^{g,k} \).

**Proposition 3.20.** The polynomials \( \zeta_{m}^{g,k} \mod (\psi) \) in the ring \( \mathbb{C}[\alpha_2, \ldots, \alpha_N, \beta_2, \ldots, \beta_N] \) are determined recursively, for fixed \( g, k \), as follows (with \( \zeta_{0}^{g,k} = 1 \) and \( \zeta_{m}^{g,k} = 0 \) for \( m < 0 \)):

\[
N(m + 1) \zeta_{m+1}^{g,k} = \psi - \sum_{i,j=0}^{N} (N - j) \alpha_i \beta_j \zeta_{m-i-j+2}^{g,k} + \sum_{(i,j) \neq (0,0)} ((g - k - c_{N,w}) \delta(N - \bar{i}) - (N - \bar{i}) (m - i - j + 1) + k j (N - j)) \beta_i \beta_j \zeta_{m-i-j+1}^{g,k}
\]

(3.21)

**Proof.** First consider the series \( G(t) \) from (3.13). We compute

\[
\frac{G'(t)}{G(t)} = \sum_{i=0}^{N} t^{-2} \alpha_i \frac{\partial}{\partial \beta_i} \left( \sum_{n=1}^{\infty} (-1)^{n+1} p_{n+1} t^{n+1} \right) \frac{n+1}{n+1}
\]

\[
= - \sum_{i=0}^{N} t^{-2} \alpha_i \frac{\partial}{\partial \beta_i} \left( \log \sum_{j=0}^{N} \beta_j t^j \right) = - \sum_{i=0}^{N} \alpha_i t^{i-2} / \beta_j t^j.
\]
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In the second equality, we have again used (3.14) with $c_k = \beta_k$. Next, we compute

\[
\frac{F'_{g,k}(t)}{F_{g,k}(t)} = (g - k - c_{N,d'}) \left( \sum_{i=0}^{N} i \beta_i t^{i-1} \right) \left( \sum_{i=0}^{N} \beta_i t^i \right)^{-1} + k \left( \sum_{i=0}^{N} i(1 - \frac{i}{N}) \beta_i t^{i-1} \right) \left( \sum_{i=0}^{N} \beta_i t^i \right)^{-1} - \left( \sum_{i=0}^{N} \alpha_i t^{i-2} \right) \left( \sum_{i=0}^{N} \beta_i t^i \right)^{-1}.
\]

Multiply both sides by \((\sum_{i=0}^{N} \beta_i t^i)(\sum_{i=0}^{N} (N - i) \beta_i t^i) F_{g,k}(t)\). Then, using

\[
F_{g,k}(t) = \sum_{m=0}^{\infty} \zeta_{m}^{g,k} t^m, \quad F'_{g,k}(t) = \sum_{m=0}^{\infty} m \zeta_{m}^{g,k} t^{m-1},
\]

the desired recursion follows by extracting the coefficient of $t^m$ from each side. \(\square\)

Many other recursions may be extracted from Proposition 3.12. For example:

**Proposition 3.22.** The polynomials $\zeta_{m}^{g,k} \mod (\psi^i)$ in $\mathbb{C}[\alpha_2, \ldots, \alpha_N, \beta_2, \ldots, \beta_N]$ satisfy:

\[
\zeta_{m}^{g+1,k} = \psi \sum_{i=0}^{N} \beta_i \zeta_{m-i}^{g,k}
\]

and

\[
\sum_{i=0}^{N} \beta_i \zeta_{m-i}^{g,k+1} = \psi \sum_{i=0}^{N} (1 - i/N) \beta_i \zeta_{m-i}^{g,k}.
\]

**Proof.** The first relation follows using $F_{g+1,k}(t) = (\sum_{i=0}^{N} \beta_i t^i) F_{g,k}(t)$, and the second relation follows from $(\sum_{i=0}^{N} \beta_i t^i) F_{g,k+1}(t) = (\sum_{i=0}^{N} (1 - i/N) \beta_i t^i) F_{g,k}(t)$. \(\square\)

The case of the dual Mumford elements $\overline{\zeta}_{m}^{g,k}$ is similar. In fact, if one makes the following changes to the expression for $F_{g,k}(t)$ in Proposition 3.12:

\[
\alpha_i \mapsto \overline{\alpha}_i := (-1)^i \alpha_i, \quad \beta_i \mapsto \overline{\beta}_i := (-1)^i \beta_i, \quad c_{N,d'} \mapsto \overline{c}_{N,d'},
\]

then one obtains the generating function for $\overline{\zeta}_{m}^{g,k}$. For example, recursion (3.21) becomes

\[
N(m+1) \overline{\zeta}_{m+1}^{g,k} = \psi - \sum_{i,j=0}^{N} (N - j) \overline{\alpha}_i \overline{\beta}_j \overline{\zeta}_{m-i-j+2} + \sum_{i,j=0 \atop (i,j) \neq (0,0)}^{N} ((g - k - \overline{c}_{N,d'})i(N - j) - (N - i)(m - i - j + 1) + kj(N - j)) \overline{\beta}_i \overline{\beta}_j \overline{\zeta}_{m-i-j+1}
\]

with the same initial conditions: $\overline{\zeta}_{0}^{g,k} = 1$ and $\overline{\zeta}_{m}^{g,k} = 0$ for $m < 0$.

In the remainder of this subsection, we prove two lemmas that will be used later to understand the ideal of relations in the case of $N = 3$. 

19
Lemma 3.26. Suppose \( N \geq 3 \). For any integers \( g, k, m \) with \( k \neq N/2 - 1 \) we have:

\[
\beta_2^2 \xi_{m-1}^g = (\xi_{m+1}^g, \xi_{m+2}^g, \xi_{m+3}^g, \alpha, \beta_2, \beta_b, \psi^i_r), \tag{3.27}
\]

\[
\beta_2^2 \gamma_{g,k} \xi_{m-1}^g = (\gamma_{m+1}^g, \gamma_{m+2}^g, \gamma_{m+3}^g, \alpha, \beta_2, \beta_b, \psi^i_r), \tag{3.28}
\]

where the indices range over \( 4 \leq a \leq N, 3 \leq b \leq N, 2 \leq r \leq N, 1 \leq i \leq 2g \).

**Proof.** In this proof we write “\( \equiv \)” to mean congruent modulo \((\beta_2^2, \beta_b, \psi^i_r)\) with \( 3 \leq b \leq N, 2 \leq r \leq N, 1 \leq i \leq 2g \). We prove (3.27), the case of (3.28) being similar. First note that we can write (3.21) as follows:

\[
(m + 1)^2 \xi_{m+1}^g = -\sum_{i=2}^N \alpha_i \xi_{m-i+2}^g - q \sum_{i=2}^N \alpha_i \beta_2 \xi_{m-i}^g + r_{m}^g \beta_2 \xi_{m-1}^g + s_{m}^g \beta_2^2 \xi_{m-2}^g. \tag{3.29}
\]

The constants here are given by \( q = (N - 2)/N \) and

\[
r_m^g = 2g - \frac{4}{N} k - 2c_{N,d'} + 2(m - 1) \left( \frac{1}{N} - 1 \right),
\]

\[
s_m^g = \left( \frac{N - 2}{N} \right) (2g - m - 2c_{N,d'} + 3).
\]

Now multiply (3.29) by \( \beta_2 \) to obtain the following:

\[
(m + 1) \beta_2 \xi_{m+1}^g = -\sum_{i=2}^N \alpha_i \beta_2 \xi_{m-i+2}^g - q \sum_{i=2}^N \alpha_i \beta_2 \xi_{m-i}^g + r_m^g \beta_2 \xi_{m-1}^g + s_m^g \beta_2^2 \xi_{m-2}^g. \tag{3.30}
\]

Multiplying once more by \( \beta_2 \) gives

\[
(m + 1) \beta_2^2 \xi_{m+1}^g = -\sum_{i=2}^N \alpha_i \beta_2^2 \xi_{m-i+2}^g. \tag{3.31}
\]

We can use (3.31) to rewrite the middle term on the right side of (3.30), yielding:

\[
(m + 1) \beta_2 \xi_{m+1}^g = -\sum_{i=2}^N \alpha_i \beta_2 \xi_{m-i+2}^g + q(m + 1) \beta_2 \xi_{m-1}^g + r_m^g \beta_2 \xi_{m-1}^g. \tag{3.32}
\]

The first term on the right side of (3.32) can be rewritten using (3.29):

\[
-\sum_{i=2}^N \alpha_i \beta_2 \xi_{m-i+2}^g = q^{-1}(m + 3) \xi_{m+3}^g + q^{-1} \sum_{i=2}^N \alpha_i \xi_{m-i+4}^g - q^{-1} r_{m+2}^g \beta_2 \xi_{m+1}^g - q^{-1} s_{m+2}^g \beta_2^2 \xi_{m-1}^g.
\]
Note $q \neq 0$ since $N \geq 3$. Substituting this into (3.32) we obtain

\[
(m + 1)\beta_2 s_{m+1}^{g,k} = q^{-1}(m + 3)s_{m+3}^{g,k} + q^{-1} \sum_{i=2}^{N} \alpha_i \zeta_{m-i+4}^{g,k} - q^{-1} r_{m+2}\beta_2 \zeta_{m+1}^{g,k} - q^{-1} s_{m+2}\beta_2 \zeta_{m-1}^{g,k} + q(m + 1)\beta_2 \zeta_{m-1}^{g,k} + r_m \beta_2 \zeta_{m-1}^{g,k}.
\]

Rearranging, we obtain the following expression:

\[
\left(q^{-1}s_{m+2}^g - q(m + 1) - r_m^g\right)\beta_2 \zeta_{m-1}^{g,k} = q^{-1}(m + 3)\zeta_{m+3}^{g,k} + q^{-1} \sum_{i=2}^{N} \alpha_i \zeta_{m-i+4}^{g,k} - q^{-1} r_{m+2}\beta_2 \zeta_{m+1}^{g,k} - (m + 1)\beta_2 \zeta_{m+1}^{g,k}.
\]

The constant on the left side is equal to $(4k + 4 - 2N)/N$, which is non-zero under the assumption of the proposition statement. Inspection of the right side of this last expression proves that $\beta_2 \zeta_{m-1}^{g,k}$ is in the ideal claimed.

Lemma 3.33. Suppose $N \geq 3$. For any integers $g, k, m$ we have the following:

\[
\beta_2 \zeta_{m-2}^{g,k+1} = (\zeta_{m-1}^{g,k+1}, \zeta_{m}^{g,k+1}, \beta_2, \beta_b, \psi_{r}^i),
\]

(3.34)

\[
\beta_2 \zeta_{m-2}^{g,k+1} = (\zeta_{m-1}^{g,k+1}, \zeta_{m}^{g,k+1}, \beta_2, \beta_b, \psi_{r}^i),
\]

(3.35)

where the indices range over $3 \leq b \leq N$, $2 \leq r \leq N$, $1 \leq i \leq 2g$.

Proof. We prove (3.34), the case (3.35) being similar. Consider relation (3.24):

\[
\zeta_{m}^{g,k+1} + \beta_2 \zeta_{m-2}^{g,k+1} = \zeta_{m}^{g,k} + \frac{N - 2}{N} \beta_2 \zeta_{m-2}^{g,k}
\]

where in this proof “≡” means congruent modulo the ideal $(\beta_2^2, \beta_b, \psi_{r}^i)$ where $b \geq 3$. Multiply this expression by $\beta_2$ and shift subscripts to obtain

\[
\beta_2 \zeta_{m-2}^{g,k+1} = \beta_2 \zeta_{m-2}^{g,k}.
\]

These two expressions yield the following, which implies the result:

\[
\beta_2 \zeta_{m-2}^{g,k+1} = \frac{N}{2} \left(\zeta_{m}^{g,k} - \zeta_{m-2}^{g,k+1}\right).
\]

4 The $N = 3$ undeformed simple type quotient

We now specialize to the case $N = 3$ and focus on a quotient of the cohomology ring of the moduli space $N_g = N_g^{N_0}$. To be more specific, fix the choice of $d'$ in (3.5) to be $d' = 1$. There is no loss in generality in making this choice, as the moduli space for $d' = 2$ may be
identified with that for \( d' = 1 \) by the map which sends a stable rank 3 bundle to its conjugate. We take the quotient of \( H^*(\mathcal{N}_g) \) by the curve classes \( \psi^i_r \) and the cohomology classes \( \beta^3_2, \beta_3 \) given by the point classes. This quotient is a cyclic module over the ring \( A^3_g / \tilde{I}_g \):

\[
H^*(\mathcal{N}_g)/(\beta^3_2, \beta_3, \psi^i_r, \psi^i_2)_{1 \leq i \leq 2g} = A^3_g / \tilde{I}_g \tag{4.1}
\]

where \( \tilde{I}_g \) is the ideal \( I_g + (\beta^3_2, \beta_3, \psi^i_2, \psi^i_3)_{1 \leq i \leq 2g} \). This quotient was introduced in Section 2, where it was called the undeformed simple type quotient. Our main goal of this subsection is to prove Theorem 2.22, which we restate here:

\[
\dim \mathbb{C} A^3_g / \tilde{I}_g \leq (2g - 1)^2 \quad (g \geq 1).
\]

We continue to work with coefficients in \( \mathbb{C} \), following our convention as set in the previous sections, although everything here works over \( \mathbb{Q} \).

We use the graded reverse lexicographic monomial ordering when dealing with polynomials in \( \alpha_2, \alpha_3, \beta_2 \), where the degrees of these elements are respectively 2, 4, 4. In particular,

\[
\alpha^i_2 \alpha^j_3 \beta^k_2 > \alpha^d_2 \alpha^e_3 \beta^f_2
\]

if either \( 2i + 4j + 4k > 2i' + 4j' + 4k' \), or \( 2i + 4j + 4k = 2i' + 4j' + 4k' \) and the right-most nonzero entry of \((i - i', j - j', k - k')\) is negative. When taking leading terms below, it is always with respect to this monomial ordering. The leading term of a polynomial \( p \) in the variables \( \alpha_2, \alpha_3, \beta_2 \) with this convention is denoted \( \text{LT}(p) \).

We start with a simpler variation of (4.1) where we take the quotient of \( \mathcal{N}_g \) by the curve classes \( \psi^i_r \) and the point classes \( \beta_r \) with \( r = 2, 3 \) and \( 1 \leq i \leq 2g \). Modulo the curve and the point classes, the power series \( F_{g,k}(t) \) or Proposition 3.12 is equal to \( G(t) \), which is independent of \( g \) and \( k \). In fact, modulo the point classes, \( G(t) \) is equal to \( \exp(-\alpha_2 t - \alpha_3 t^2/2) \). Motivated by this, let \( \zeta_n, \bar{\zeta}_n \in \mathbb{C}[\alpha_2, \alpha_3] \) be defined by

\[
\sum_{n=0}^{\infty} \zeta_n t^n = \exp(\alpha_2 t + \alpha_3 \frac{t^2}{2}), \quad \sum_{n=0}^{\infty} \bar{\zeta}_n t^n = \exp(\alpha_2 t - \alpha_3 \frac{t^2}{2}).
\]

More explicitly, we have the expressions

\[
\zeta_n = \sum_{0 \leq j \leq n/2} \frac{1}{(n-2j)!j!2^j} \alpha_2^{n-2j} \alpha_3^j, \quad \bar{\zeta}_n = \sum_{0 \leq j \leq n/2} (-1)^j \frac{1}{(n-2j)!j!2^j} \alpha_2^{n-2j} \alpha_3^j.
\]

These polynomials satisfy the recursive relations

\[
m \zeta_m = \alpha_2 \zeta_{m-1} + \alpha_3 \zeta_{m-2}, \quad m \bar{\zeta}_m = \alpha_2 \bar{\zeta}_{m-1} - \alpha_3 \bar{\zeta}_{m-2}, \tag{4.2}
\]

in a similar way that \( \zeta_n^{g,k} \) satisfy the relations in Proposition 3.20.

**Proposition 4.3.** The leading term ideal of the ideal \( I^0_n := (\zeta_n, \zeta_{n+1}, \bar{\zeta}_{n+1}, \bar{\zeta}_{n+2}) \) in the ring \( \mathbb{C}[\alpha_2, \alpha_3] \) includes the following monomials:

\[
\{ \alpha^i_2 \alpha^j_3 \mid 2i + 3j \geq 2n \}. \tag{4.4}
\]
In fact, it will be a consequence of our proof of Theorem 2.22 that (4.4) is a generating set for the leading term ideal of \( I_n^0 \).

**Proof.** Define \( \sigma_n \) and \( \sigma_n \) respectively as \( (\zeta_n + \overline{\zeta}_n)/2 \) and \( (\zeta_n - \overline{\zeta}_n)/2 \). Then we have

\[
\sigma_n := \sum_{0 \leq j \leq n/2} \frac{1}{(n - 2j)!j!2} \alpha_{2j}^{n-2j} \alpha_j^{3}, \quad \overline{\sigma}_n = \sum_{j \geq 1} \frac{1}{(n - 2j)!j!2} \alpha_{2j}^{n-2j} \alpha_j^{3}.
\]

First we claim that for any \( 1 \leq i \leq n/3 \), there are constants \( c_0, c_1, \ldots, c_{i-1} \in \mathbb{Q} \) such that

\[
\text{LT}(\sum_{j=0}^{i-1} c_j \alpha_{2j} \overline{\sigma}_{n+i-j}) = \alpha_2^{n-3i+2} \alpha_3^{2i-1}.
\] (4.5)

Suppose \( p_0(x) = 1 \) and for \( n \geq 1 \), define \( p_n(x) \) as the degree \( n \) polynomial \( x(x+1) \cdot (x + n - 1) \). A straightforward computation shows that (4.5) is equivalent to finding \( c_j \) satisfying

\[
\sum_{0 \leq j \leq i-1} c_j p_j(n + i - 1 - 2k) = \begin{cases} 0 & 1 \leq k \leq 2i-1 \text{ and } k \equiv 1 \pmod{2} \\ c & k = 2i - 1 \end{cases}
\] (4.6)

for some non-zero constant \( c \). Suppose \( M \) is the square matrix of size \( i \) such that for \( 0 \leq m, j \leq i - 1 \), the \( (m, j) \) entry of \( M \) is equal to \( p_j(n + i - 4m + 1) \). The linear system in (4.6) has a solution if \( M \) is invertible. The determinant of \( M \) is equal to the determinant of the matrix \( M' \) whose \( (m, j) \) entry is \( (n + i - 4m + 1)^j \). This can be seen by applying a sequence of column operations. Now the matrix \( M' \) is a Vandermonde matrix, and it is easily seen that it is invertible.

A similar argument shows that for \( 0 \leq i \leq n/3 \), there are \( d_0, d_1, \ldots, d_i \in \mathbb{Q} \) such that

\[
\text{LT}(\sum_{j=0}^{i} d_j \alpha_{2j} \sigma_{n+i-j}) = \alpha_2^{n-3i} \alpha_3^{2i}.
\] (4.7)

We remark that the polynomial \( \sum d_j \alpha_{2j} \sigma_{n+i-j} \) in (4.7) is homogenous of degree \( 2n + 2i \) with respect to the grading defined on \( \mathbb{C}[\alpha_2, \alpha_3] \). Furthermore, all the monomials appearing in this polynomial have an even power of \( \alpha_3 \). Similarly, the polynomial in (4.5) is homogenous of degree \( 2n + 2i \) and it contains only monomials with odd powers of \( \alpha_3 \).

Recursive formulas in (4.2) and the identity in (4.5) show that \( \alpha_2^j \alpha_3^j \) with \( 2i + 3j \geq 2n \) and \( j \) being odd belongs to the leading term ideal of \( I_n^0 \). We cannot use (4.7) to treat the case that \( j \) is even because the polynomial in (4.7) contains the term \( \sigma_n \) which does not belong to \( I_n^0 \). However, if we replace \( \sigma_n \) in this sum with \( \zeta_n \), which is an element of \( I_n^0 \), we obtain:

\[
d_i \alpha_{2j} \zeta_n + \sum_{j=0}^{i-1} d_j \alpha_{2j} \sigma_{n+i-j} = b_1 \alpha_2^{n+i-2} \alpha_3 + b_3 \alpha_2^{n+i-6} \alpha_3^3 + \cdots + b_{2i-1} \alpha_2^{n-3i+2} \alpha_3^{2i-1} + \alpha_2^{n-3i} \alpha_3^{2i} + \text{lower order terms}
\] (4.8)
All the monomials appearing in the first line of the right hand side are of the form α_2^i α_3^j with 2i + 3j ≥ 2n and j being odd. In particular, using what we just proved for the monomials with odd powers of α_3, we can find constants c_0', . . . , c_{t-1}' such that

\[ \text{LT} \left( \sum_{j=0}^{i-1} c_j' \alpha_3^j \sigma_{n+i-j} - \sum_{k=1}^{i} b_{2k-1} \alpha_2^{n+i-4k+2} \alpha_3^{2k-1} \right) = k \alpha_2^{n-3i-2} \alpha_3^{2i+1} \]  

(4.9)

for some constant k. Using (4.8) and (4.9), we have

\[ \text{LT} \left( d_i \alpha_2^i \zeta_n + \sum_{j=0}^{i-1} d_j \alpha_2^j \sigma_{n+i-j} - \sum_{j=0}^{i-1} c_j' \alpha_3^j \sigma_{n+i-j} \right) = \alpha_2^{n-3i} \alpha_3^{2i}. \]  

\[ \square \]

Define \( \mathcal{T}_g \) as the image of the ideal \( \tilde{T}_g \) with respect to the homomorphism

\[ A_g^3 \to \mathbb{C}[\alpha_2, \alpha_3, \beta_2] \]  

(4.10)

given by mapping \( \beta_3 \) and the curve classes \( \psi_i^* \) to 0. Since \( \tilde{T}_g \) includes \( \beta_3 \) and the curve classes, we have \( A_g^3/\tilde{T}_g \cong \mathbb{C}[\alpha_2, \alpha_3, \beta_2]/\mathcal{T}_g \). Using (3.9)–(3.10), we have

\[ \zeta_m^g, k \in \tilde{T}_g \quad \text{if} \quad 0 \leq k \leq g, \quad m \geq 3g - k - 1, \]  

(4.11)

\[ \zeta_m^g, k \in \tilde{T}_g \quad \text{if} \quad 0 \leq k \leq g, \quad m \geq 3g - k. \]  

(4.12)

In the following proof, we slightly abuse notation and regard \( \zeta_m^g, k \) and \( \zeta_m^g, k \) as elements of \( \mathbb{C}[\alpha_2, \alpha_3, \beta_2] \) using the homomorphism (4.10).

**Proposition 4.13.** The leading term ideal of \( \mathcal{T}_g \) includes the monomials

\[ \{ \alpha_2^i \alpha_3^j \beta_2^k \mid k \leq 2, 2i + 3j + 2k \geq 4g - 2 \} \cup \{ \beta_2^3 \}. \]  

(4.14)

**Proof.** It follows from the definition of \( \zeta_m \) and \( \zeta_m^g \) that

\[ \zeta_m^g(-\alpha_2, -\alpha_3, 0) = \zeta_m \quad \text{and} \quad \zeta_m^g(-\alpha_2, -\alpha_3, 0) = \zeta_m. \]  

(4.15)

Thus (4.11) and (4.12) with \( k = g \) imply that \( \zeta_{2g-1}, \zeta_{2g}, \zeta_{2g} \) and \( \zeta_{2g+1} \) belong to \( \mathcal{T}_g + (\beta_2) \). It follows from Proposition 4.3 that \( \alpha_2^i \alpha_3^j \) with \( 2i + 3j \geq 4g - 2 \) is in the leading term ideal of \( \mathcal{T}_g \). From Lemma 3.33 and (4.15), we see that

\[ \beta_2 \zeta_{2g-2} \in (\zeta_m^g, \zeta_m^g, \beta_2) \in \mathcal{T}_g + (\beta_2^2), \quad \text{if} \quad m \geq 2g, \]  

(4.16)

\[ \beta_2 \zeta_{2g-2} \in (\zeta_m^g, \zeta_m^g, \beta_2) \in \mathcal{T}_g + (\beta_2^2), \quad \text{if} \quad m \geq 2g + 1. \]  

(4.17)
Therefore, another application of Proposition 4.3 implies that \( \alpha_2 \alpha_3^2 \beta_2 \) with \( 2i + 3j \geq 4g - 4 \) is in the leading term ideal of \( \bar{T}_g \). Finally, using Lemma 3.26 and (4.15), we see that

\[
\beta_2^2 \zeta_{m-1} \in (\zeta_{m+1}^{g_2}, \zeta_{m+2}^{g_2}, \zeta_{m+3}^{g_2}, \beta_2^3) \subseteq \bar{T}_g, \quad \text{if} \quad m \geq 2g - 2, \tag{4.18}
\]

\[
\beta_2^2 \zeta_{m-1} \in (\zeta_{m+1}^{g_2}, \zeta_{m+2}^{g_2}, \zeta_{m+3}^{g_2}, \beta_2^3) \subseteq \bar{T}_g, \quad \text{if} \quad m \geq 2g - 1, \tag{4.19}
\]

which shows that \( \beta_2^2 \zeta_{2g-3}, \beta_2^2 \zeta_{2g-2}, \beta_2^2 \zeta_{2g-1} \) and \( \beta_2^2 \zeta_{2g-1} \) belong to \( \bar{T}_g \). Appealing to Proposition 4.3 again, we conclude that \( \alpha_2 \alpha_3^2 \beta_2 \) with \( 2i + 3j \geq 4g - 6 \) is in the leading term ideal of \( \bar{T}_g \). Finally, \( \beta_2^3 \) is in the leading term ideal of \( \bar{T}_g \) because it is an element of \( \bar{T}_g \).

Now we are almost ready to prove Theorem 2.22. We only need the following lemma, which can be proved in a straightforward way by induction.

**Lemma 4.20.** For any non-negative integer \( n \), let \( f(n) \) denote the size of the following set:

\[
S_n := \{(i, j) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0} \mid 2i + 3j < n\}.
\]

If \( n = 6k + r \) with \( 0 \leq r \leq 5 \), then

\[
f(n) = \frac{n^2 - r^2}{12} + 2 \left\lfloor \frac{n}{6} \right\rfloor + f(r).
\]

Moreover, \( f(0) = 0 \), \( f(1) = 1 \), and \( f(r) = r - 1 \) if we have \( 2 \leq r \leq 5 \).

**Proof of Theorem 2.22.** By the isomorphism \( \mathbb{A}_g^{\bar{T}_g} \cong \mathbb{C}[\alpha_2, \alpha_3, \beta_2] / \bar{T}_g \), it suffices to show that the cardinality of the set of monomials not in the leading term ideal of \( \bar{T}_g \) is bounded above by \( (2g - 1)^2 \). Lemma 4.13 implies this cardinality is bounded above by the size of:

\[
\{(i, j, k) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0} \mid 2i + 3j + 2k < 4g - 2, \ k \leq 2\}. \tag{4.21}
\]

In the terminology of Lemma 4.20, the size of (4.21) is \( f(4g - 2) + f(4g - 4) + f(4g - 6) \). Since the set of mod 6 remainders of \( 4g - 6, 4g - 4, 4g - 2 \) is \( \{0, 2, 4\} \), Lemma 4.20 implies

\[
f(4g - 2) + f(4g - 4) + f(4g - 6) = \frac{(4g - 2)^2}{12} + \frac{(4g - 4)^2}{12} + \frac{(4g - 6)^2}{12} + 2 \left( \left\lfloor \frac{2g - 3}{3} \right\rfloor + \left\lfloor \frac{2g - 2}{3} \right\rfloor + \left\lfloor \frac{2g - 1}{3} \right\rfloor \right) + \frac{7}{3}
\]

\[= (2g - 1)^2. \]

\[25\]
5 Sutured instanton homology

In this section, we study sutured instanton homology for the gauge group $U(3)$. The construction is a slight variation of the one in [DX20]. Building on the work of that reference, we prove Theorem 1.5, which says that sutured instanton homology is well-defined, independent of the auxiliary choices in its construction. Following the strategy of [KM10b], we prove Theorem 1.6, a non-vanishing result for taut sutured manifolds. This is used to prove our topological applications, Theorems 1.2 and 1.3.

Suppose $(Y, \gamma)$ is a 3-admissible pair and $R$ is a connected surface of genus $g$ such that $R \cdot \gamma \equiv 1 \pmod 3$. For a point $y$ in $Y$, we generalize the notation from (2.4) and set

$$\beta_r = \mu_r(y), \quad r \in \{2, 3\},$$

viewed as an endomorphism of $I^3 \mu (Y, \gamma)$. Analogous to (2.6), we can define an operator $\varepsilon(R)$ of degree $-4$ acting on $I^3 \mu (Y, \gamma)$ using the product cobordism $[-1, 1] \times Y$ with $U(3)$-bundle determined by the oriented 2-cycle $[-1, 1] \times \gamma \cup \{0\} \times R$. When the choice of $R$ is clear from context, we write $\varepsilon$ for $\varepsilon(R)$. We also have the operators $\mu_2(R)$ and $\mu_3(R)$ acting on $I^3 \mu (Y, \gamma)$, which can be defined without the assumption $R \cdot \gamma \equiv 1 \pmod 3$. All of these operators commute, and hence we can consider their simultaneous (generalized) eigenspaces.

**Proposition 5.1.** Suppose $(\lambda_2, \lambda_3, \eta_2, \eta_3)$ is a simultaneous eigenvalue of the operators $(\mu_2(R), \mu_3(R), \beta_2, \beta_3)$ acting on $I^3 \mu (Y, \gamma)$ with $\eta_2^3 = 27$ and $\eta_3 = 0$. Then $(\lambda_2, \lambda_3, \eta_2, \eta_3) \in \mathcal{E}_{g,1}^3$. Moreover, the generalized eigenspace for any eigenvalue of the form $(\pm \sqrt{3} \zeta^k (2g - 2), 0, 3 \zeta^k, 0)$ agrees with the corresponding eigenspace.

**Proof.** This proposition is the $U(3)$ analogue of [KM10b, Corollary 7.2] and can be verified in a similar way. We use functoriality to see that any relation among $p(\alpha_2, \alpha_3, \beta_2, \beta_3)$ in $V^3_{g,1}$ holds universally for any admissible pair $(Y, \gamma)$ and an embedded surface $R$ as above. To be more precise, let $p$ be a polynomial with 4 variables such that $p(\alpha_2, \alpha_3, \beta_2, \beta_3)$ vanishes as an operator acting on $V^3_{g,1}$. Then we show that $p(\mu_2(R), \mu_3(R), \beta_2, \beta_3)$ vanishes as an operator acting on $I^3 \mu (Y, \gamma)$. This is sufficient to prove both claims in the statement of the proposition because they can be expressed in terms of polynomial relations among the operators $\mu_2(R), \mu_3(R), \beta_2$ and $\beta_3$, and then we can use the corresponding results in the special case of $V^3_{g,1}$ given in Theorem 2.14 and Proposition 2.23.

A regular neighborhood of $\{0\} \times R$ in the product cobordism $[-1, 1] \times Y$ can be used to decompose $[-1, 1] \times Y$ as the composition of cobordisms $D^2 \times R$ and $W$ with three boundary components $-Y, Y$ and $S^1 \times R$. This also induces a decomposition of $\gamma$ where the intersection with $D^2 \times R$ can be assumed to be $D^2 \times \{x\}$ for $x \in R$. Suppose also that $w$ is the induced 2-cycle on $W$. Then functoriality implies that for any polynomial $p$ of 4 variables and any $v \in I^3 \mu (Y, \gamma)$ we have

$$p(\mu_2(R), \mu_3(R), \beta_2, \beta_3)(v) = I^3 \mu (W, w)(v \otimes p(\alpha_2, \alpha_3, \beta_2, \beta_3)(1)).$$

In particular, if $p(\alpha_2, \alpha_3, \beta_2, \beta_3)$ is a trivial operator acting on $V^3_{g,1}$, then the action of $p(\mu_2(R), \mu_3(R), \beta_2, \beta_3)$ on $I^3 \mu (Y, \gamma)$ is trivial. $\square$
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We define the instanton Floer homology group $I^3_\epsilon(Y, \gamma|R)$ as a simultaneous eigenspace for the point classes and the operators associated to the surface $R$ in the following way:

$$I^3_\epsilon(Y, \gamma|R) = \ker(\mu_2(R) - \sqrt{3}(2g - 2)) \cap \ker(\mu_3(R)) \cap \ker(\beta_2 - 3) \cap \ker(\beta_3). \tag{5.2}$$

In particular, equation (2.13) implies that

$$I^3_\epsilon(S^1 \times \Sigma_g, S^1 \times \{x\} | \Sigma_g) = \mathbb{C}. \tag{5.3}$$

If $R'$ is disconnected, we modify (5.2) so that the intersection includes each of the operators $\mu_2(R') - \sqrt{3}(2g(R') - 2)$ and $\mu_3(R')$ for each connected component $R'$ of $R$. In the case that $(Y, \gamma)$ is the disjoint union of admissible pairs $(Y_0, \gamma_1), (Y_1, \gamma_1)$ and $R \subset Y$ is given by $R_0 \sqcup R_1$ with $R_i \subset Y_i$, $R_i \cdot \gamma_i \equiv 1 \mod 3$, then we define

$$I^3_\epsilon(Y, \gamma|R) = I^3_\epsilon(Y_0, \gamma_1|R_0) \otimes I^3_\epsilon(Y_1, \gamma_1|R_1).$$

This can be extended to more than two connected components in the same way.

**Remark 5.4.** In [DX20], the instanton homology group $I^3_\epsilon(Y, \gamma|R)$ is defined by taking the simultaneous generalized kernel of the operators in (5.2) and the operator $\epsilon = 1$. Proposition 5.1 shows that the generalized kernel for the operators in (5.2) agrees with the ordinary kernel. Furthermore, we show in the proof of Proposition 2.23 that in the case of $(S^1 \times \Sigma_g, S^1 \times \{x\})$ any element in (5.2) already belongs to the kernel of $\epsilon = 1$. Therefore, the proof of Proposition 5.1 shows that the same claim holds for an arbitrary pair $(Y, \gamma)$. As a consequence of these observations, our definition in (5.2) agrees with that of [DX20].

**Proposition 5.5.** Suppose $S$ is an embedded surface in $Y$. Then the operators $\mu_2(S)$ and $\mu_3(S)$ preserve the subspace $I^3_\epsilon(Y, \gamma|R)$ of $I^3_\epsilon(Y, \gamma)$. Furthermore, if $(\lambda_2, \lambda_3)$ is a simultaneous eigenvalue of $(\mu_2(S), \mu_3(S))$, then there are $a, b \in \mathbb{Z}$ with $a \equiv b \mod 2$ such that $(\lambda_2, \lambda_3) = (\sqrt{3a}, \sqrt{3ib})$ and

$$|a| + |b| \leq 2g(S) - 2. \tag{5.6}$$

This proposition is the counterpart of [KM10b, Proposition 7.5]. However, the proof there seems to require some modifications, even in the case $N = 2$. The modification used in the following proof was communicated to us by Peter Kronheimer.

**Proof.** In the case that $S \cdot \gamma \equiv 1 \mod 3$, the claim follows from Proposition 5.1 and the case $S \cdot \gamma \equiv -1 \mod 3$ can be verified in a similar way. Using a topological trick, the case $S \cdot \gamma \equiv 0 \mod 3$ can be also reduced to the previous cases. Suppose $v \in I^3_\epsilon(Y, \gamma|R)$ is a simultaneous eigenvector of $(\mu_2(S), \mu_3(S))$ with eigenvalues $(\lambda_2, \lambda_3)$. Suppose $\sigma_n$ is the homology class $n[S] + [R]$, which is represented by a connected surface $S_n$ in $Y$. Since the $\mu$ operators depend only on the homology classes of the involved surfaces, $v$ is a simultaneous eigenvector of $(\mu_2(S_n), \mu_3(S_n))$ with eigenvalues $(n\lambda_2 + \sqrt{3}(2g - 2), n\lambda_3)$. We have $S_n \cdot \gamma \equiv 1 \mod 3$, which in the case that $n = 1$ implies that $(\lambda_2, \lambda_3) = (\sqrt{3a}, \sqrt{3ib})$ for some integers $a$ and $b$ with the same parity.
Next, to show that \((a,b)\) satisfies (5.6), we need some control on the genus of the connected surface \(S_n\). In fact, it suffices to find an embedded surface \(S_n\) in \([-1,1] \times Y\) with the same homology class. Take a cyclic \(n\)-sheeted covering \(\tilde{S}\) of \(S\). It is straightforward to see that \(\tilde{S}\) can be embedded in \(D^2 \times S\) in such a way that the composition of this embedding with the projection map \(D^2 \times S \to S\) is the covering projection \(\tilde{S} \to S\). In particular, the genus of \(\tilde{S}\) is equal to \(n(g(S) - 1) + 1\). The embedding of \(\tilde{S}\) in \(D^2 \times S\) induces an embedding of this surface in a neighborhood of \([0] \times S \subset [-1,1] \times Y\) realizing the homology class \(n[S]\). By tubing this surface and a disjoint copy of \(R\), we obtain a connected surface \(S_n\) of genus \(n(g(S) - 1) + g + 1\) with the homology class \(n[S] + [R]\). Since \(S_n \cdot \gamma = 1 \mod 3\) (and the self-intersection of \(S_n\) is trivial), we have

\[
|na + 2g - 2| + |nb| \leq 2n(g(S) - 1) + 2g.
\]

Diving by \(n\) and taking \(n \to \infty\) gives (5.6).

\[\square\]

**Remark 5.7.** For a genus one surface \(T\), the group \(I^3_3(S^1 \times T, S^1 \times \{x\})\) is 3-dimensional and hence it splits as the sum of 1-dimensional eigenspaces for the three simultaneous eigenvalues in \(E^3_{1,1}\). In particular, the actions of \(\mu_2(T)\) and \(\mu_3(T)\) are trivial on \(I^3_3(S^1 \times T, S^1 \times \{x\})\).

Using a similar argument as in the proof of Proposition 5.1, we can see more generally that if \((Y, \gamma)\) is an admissible pair and \(T\) is an embedded surface of genus 1 in \(Y\) with \(\gamma \cdot T \equiv 1 \mod 3\), then the actions of \(\mu_2(T)\) and \(\mu_3(T)\) are trivial. In particular, we have

\[
I^3_3(Y, \gamma|T) = \ker(\beta_2 - 3) \cap \ker(\beta_3).
\]

Similar to [KM10b, Corollary 7.6], we consider the action of \((\mu_2(\sigma), \mu_3(\sigma))\) on \(I^3_3(Y, \gamma|R)\) for all homology classes \(\sigma \in H_2(Y; \mathbb{Z})\) to obtain a splitting of \(I^3_3(Y, \gamma|R)\) as

\[
I^3_3(Y, \gamma|R) = \bigoplus_s I^3_3(Y, \gamma|R; s)
\]

where the direct sum is over all homomorphisms

\[
s : H_2(Y; \mathbb{Z}) \to \Gamma \subset \mathbb{Z} \oplus \mathbb{Z}
\]

with \(\Gamma\) being the sublattice of \(\mathbb{Z} \oplus \mathbb{Z}\) given by pairs \((a,b)\) with \(a \equiv b \mod 2\). For \(s = (s_2, s_3)\) as above, the summand \(I^3_3(Y, \gamma|R; s)\) is given as

\[
\bigcap_{\sigma \in H_2(Y; \mathbb{Z})} \bigcup_{N \geq 0} \left( \ker(\mu_2(\sigma) - \sqrt{3}s_2(\sigma))^N \cap \ker(\mu_3(\sigma) - \sqrt{3}is_3(\sigma))^N \right).
\]

As a corollary of Proposition 5.5, for any \(\sigma \in H_2(Y; \mathbb{Z})\) with a surface representative \(S\) of genus \(g\), the summand \(I^3_3(Y, \gamma|R; s)\) can be non-trivial only if

\[
\|s(\sigma)\|_1 \leq 2g(S) - 2.
\]

Here \(\| \cdot \|_1\) denotes the \(L^1\) norm of vectors in \(\mathbb{R}^2\).
The sutured instanton Floer homology group $SHI^3_\ast(M, \alpha)$ is defined with the aid of the instanton Floer homology groups in (5.2) for any balanced sutured manifold $(M, \alpha)$. Following [Gab83, Juh06], a balanced sutured manifold $(M, \alpha)$ consists of an oriented 3-manifold $M$ without any closed component and a collection of oriented simple closed curves $\alpha$ in the boundary of $M$. The boundary of $M$ is decomposed into three parts

$$\partial M = A(\alpha) \cup R_+(\alpha) \cup R_-(\alpha),$$

where $A(\alpha)$ is the closure of a tubular neighborhood of $\alpha$. The connected components of $\partial M \setminus A(\alpha)$ are oriented, and $R_+(\alpha)$ (resp. $R_-(\alpha)$) is the union of such connected components whose orientation is given by the outward-normal-first convention (resp. inward-normal-first convention). The 2-dimensional manifolds $R_\pm(\alpha)$ do not have any closed connected component and the induced orientation on any of their boundary components (using outward-normal-first convention) agrees with the orientation of the corresponding suture. (Note that this condition fixes the orientation of the connected components of $\partial M \setminus A(\alpha)$.) Finally we require that $\chi(R_+(\alpha)) = \chi(R_-(\alpha))$.

**Example 5.9.** (Product sutured manifolds) Let $F_{g,k}$ denote the oriented surface of genus $g$ with $k \geq 1$ boundary components. Then $M = [-1, 1] \times F_{g,k}$ and $\alpha = \emptyset \times \partial F_{g,k}$ give a balanced sutured manifold with $R_\pm(\alpha) = \{\pm 1\} \times F_{g,k}$ and $A(\alpha) = [-1, 1] \times \partial F_{g,k}$.

**Example 5.10.** Any closed oriented 3-manifold $Y$ with a basepoint can be used to produce a sutured manifold $(Y(1), \alpha(Y))$, where $Y(1)$ is the complement of a ball neighborhood of the basepoint in $Y$ and $\alpha(Y)$ is a simple closed curve in the boundary of $Y(1)$. Any knot $K$ in a 3-manifold $Y$ can be used to produce a sutured manifold $(Y(K), \alpha(K))$ where $Y(K)$ is the exterior of $K$ and $\alpha(K)$ consists of two meridional simple closed curves.

The closure of a balanced sutured manifold $(M, \alpha)$ is a closed 3-manifold $Z_\alpha$, defined in the following way. Suppose the number of sutures is equal to $k$, and consider the product sutured manifold $[-1, 1] \times F_{g,k}$ for an arbitrary $g$. Gluing the neighborhood $A(\alpha)$ of the sutures in $\partial M$ to $[-1, 1] \times \partial F_{g,k}$ determines a 3-manifold $Z_\alpha^0$ with two boundary components $\overline{R}_+$ and $\overline{R}_-$. The surface $\overline{R}_\pm$ is the union of $R_\pm$ and $\{\pm 1\} \times F_{g,k}$. Since $(M, \alpha)$ is balanced, $\overline{R}_+$ and $\overline{R}_-$ are connected oriented surfaces of the same genus. We pick an orientation-preserving diffeomorphism $\varphi : \overline{R}_+ \to \overline{R}_-$ to identify these two boundary components, obtaining the closure $Z_\alpha$.

The surfaces $\overline{R}_\pm$ determine a closed surface $\overline{R} \subset Z_\alpha$. We require that there is a simple closed curve $c$ in $\overline{F}_{g,k}$, that gives rise to non-separating curves in $\overline{R}_\pm$, and the gluing map $\varphi$ maps these curves to each other. (This can always be arranged, for example, by taking $g \geq 1$ and setting $c$ to be a non-separating oriented simple close curve in $\overline{F}_{g,k}$.) The curve $c$ determines a non-separating closed curve in $\overline{R}$, which is still denoted by $c$. In particular, we may fix another oriented simple closed curve $c'$ in $\overline{R}$ intersecting $c$ transversely at one point. By fixing a basepoint $x \in \overline{F}_{g,k}$ and demanding that $\varphi(x) = x$, we obtain a curve $\gamma \subset Z_\alpha$ from $[-1, 1] \times \{x\} \subset Z_\alpha^0$. The $U(3)$ sutured instanton homology of $(M, \alpha)$ is defined as

$$SHI^3_\ast(M, \alpha) := I^3_\ast(Z_\alpha, \gamma|\overline{R}).$$
We now prove Theorem 1.5, which says that this sutured homology group is an invariant of $(M, \alpha)$, i.e. it does not depend on the choice of $g$ nor the gluing map $\varphi$.

**Proof of Theorem 1.5.** A version of excision for instanton Floer homology groups $I^3_*(Y, \gamma|\mathcal{R})$ is proved in [DX20, Theorem 5.16], and is used to show that $SHI^3_*(M, \alpha)$ is independent of the gluing map $\varphi$. Using the excision theorem in [DX20] and Theorem 2.14, we show independence from $g$ following the argument in [KM10b]. This requires a further understanding of the instanton homology of $S^1 \times \Sigma_g$ for different $U(3)$ bundles over this manifold. In the following, let $c_0$ and $c'_0$ be non-separating oriented simple closed curves in $\Sigma_g$ that have exactly one transversal intersection point. The curve $c_0$ determines the 2-dimensional torus $T = S^1 \times c_0$ in $S^1 \times \Sigma_g$. By fixing a basepoint in $S^1$, we may regard $c'_0$ as a 1-cycle in $S^1 \times \Sigma_g$. We also write $\gamma_1$ for the 1-cycle $S^1 \times \{x\}$ in $\Sigma_g$.

First consider the instanton Floer homology group $B := I^3_*(S^1 \times \Sigma_g, \gamma_1 + c'_0|\Sigma_g)$. Applying the excision result of [DX20, Theorem 5.16] twice in the same way as in the proof of [KM10b, Proposition 7.8], we obtain an isomorphism

$$B \otimes B \cong I^3_*(S^1 \times \Sigma_g, \gamma_1 + 3c'_0|\Sigma_g).$$

(5.11)

As the Floer groups $I^3_*(Y, \gamma)$ depend only on the element of $H^2(Y; \mathbb{Z}/3)$ induced by $\gamma$, the right side of (5.11) is isomorphic to $C$ by (5.3). Therefore, $B$ is also 1-dimensional.

Next, we consider the instanton Floer homology group $I^3_*(S^1 \times \Sigma_g, c'_0|T)$. The genus one version of the excision theorem of [DX20, Theorem 5.16] implies that

$$I^3_*(S^1 \times \Sigma_g, c'_0|T) \otimes I^3_*(S^1 \times \Sigma_1, \gamma_1 + c'_0|T) \cong I^3_*(S^1 \times \Sigma_g, \gamma_1 + c'_0|T).$$

(5.12)

The excision isomorphism intertwines the action of $\mu_i(\Sigma_g) + \mu_i(\Sigma_1)$ on the left hand side of (5.12) and the action of $\mu_i(\Sigma_g)$ on the right hand side. This follows from the fact that the excision isomorphism is given by a homomorphism associated to a cobordism

$$W : S^1 \times \Sigma_g \sqcup S^1 \times \Sigma_1 \to S^1 \times \Sigma_g$$

and the homology class $[\Sigma_g] + [\Sigma_1]$ induced from the incoming end and $[\Sigma_g]$ from the outgoing end are homologous on $W$. According to Remark 5.7, the action of $\mu_i(\Sigma_1)$ is trivial and hence $I^3_*(S^1 \times \Sigma_g, c'_0|T)$ and $I^3_*(S^1 \times \Sigma_g, \gamma_1 + c'_0|T)$ are isomorphic as modules over $Q[\mu_2(\Sigma_g), \mu_3(\Sigma_g)]$. In particular, this shows that the simultaneous eigenvalues of the operators $(\mu_2(\Sigma_g), \mu_3(\Sigma_g))$ acting on $I^3_*(S^1 \times \Sigma_g, c'_0|T)$ are of the form $(\sqrt{3}a, \sqrt{3}ib)$ with $|a| + |b| \leq 2g - 2$ and the $(\sqrt{3}(2g - 2), 0)$-eigenspace is 1-dimensional.

Now, let $Z_\alpha$ be a closure of $(M, \alpha)$ given by the surface $F_{g,k}$ and a gluing map $\varphi$. Replacing $F_{g,k}$ with $F_{g+1,k}$ and stabilizing $\varphi$ in the obvious way determines a different closure $Z'_\alpha$. We also write $\overline{R}$ and $\overline{R}'$ for the distinguished surfaces in $Z_\alpha$ and $Z'_\alpha$ whose genera are related by $g(\overline{R}') = g(\overline{R}) + 1$. These closed curves $c$ and $c'$ in $\overline{R}$ determine two oriented simple closed curves in $\overline{R}'$ which we still denote by $c$ and $c'$.

To prove our claim, we need to show that

$$I^3_*(Z_\alpha, \gamma|\overline{R}) \cong I^3_*(Z'_\alpha, \gamma|\overline{R}').$$

(5.13)
By applying the excision result in [DX20, Theorem 5.16] for the copies of the surface $\overline{R}$ in the two admissible pairs $(Z_{\alpha}, \gamma), (S^1 \times \overline{R}, \gamma_1 + c')$ and using the 1-dimensionality of the latter vector space, we conclude that

$$I^3_s(Z_{\alpha}, \gamma|\overline{R}) \cong I^3_s(Z_{\alpha}, \gamma + c'|\overline{R}).$$

Thus, to show (5.13), it suffices to verify that

$$I^3_s(Z_{\alpha}, \gamma + c'|\overline{R}) \cong I^3_s(Z'_{\alpha}, \gamma + c'|\overline{R}').$$  (5.14)

By our assumption on $c$ and the gluing map $\varphi$, there are copies of $T = S^1 \times c$ in $Z_{\alpha}$ and $Z'_{\alpha}$. Another application of [DX20, Theorem 5.16] similar to (5.12) implies that

$$I^3_s(S^1 \times \Sigma_2, c'_0|T) \otimes I^3_s(Z_{\alpha}, \gamma + c'|T) \cong I^3_s(Z'_{\alpha}, \gamma + c'|T),$$

and this isomorphism intertwines the action of $\mu_i(\Sigma_2) + \mu_i(\overline{R})$ on the left hand side and the action of $\mu_i(\overline{R}')$ on the right hand side. Combining this fact, Remark 5.7, Proposition 5.5 and our analysis of the instanton Floer homology group $I^3_s(S^1 \times \Sigma_2, c'_0|T)$ verifies the claimed isomorphism in (5.14).

From the proof of Theorem 1.5 one can see that the above construction can be generalized in various directions. First, one can consider non-trivial $U(3)$ bundles on sutured manifolds. More precisely, let $(M, \alpha)$ be a sutured manifold and $w$ be a properly embedded oriented curve in $M$ such that $w$ is disjoint from $A(\alpha)$ and the intersection of $w$ with $R_{\pm}(\alpha)$ is a collection of points $\pi_{\pm} = \{p_{1}^{\pm}, \ldots, p_{k}^{\pm}\}$ such that the intersection of $w$ with $R_{\pm}(\alpha)$ at the points $p_{i}^{\pm}$ have the same sign. In forming the closure $Z_{\alpha}$ of $(M, \alpha)$, we require that the gluing map sends the point $p_{i}^{+}$ to $p_{i}^{-}$. Thus we obtain a closed oriented curve $\overline{w}$. We define the sutured instanton homology $SHI^3_s(M, \alpha, w)$ of $(M, \alpha, w)$ as the Floer homology group $I^3_s(Z_{\alpha}, c' + \overline{w}|\overline{R})$. In particular, the instanton Floer homology of a product sutured manifold for any choice of $w$ is still 1-dimensional.

Following the same proof as that of Theorem 1.5, we see that this Floer homology group is independent of the specific choice of the closure and is also isomorphic to the instanton homology groups $I^3_s(Z_{\alpha}, d \cdot \gamma + \overline{w}|\overline{R})$ and $I^3_s(Z_{\alpha}, d \cdot \gamma + c' + \overline{w}|\overline{R})$ where for the former instanton homology group we need that $d + \overline{w} \cdot \overline{R} \neq 0 \mod 3$. It is straightforward to see that the isomorphism class of $SHI^3_s(M, \alpha, w)$ depends only on the homeomorphism type of $(M, \alpha)$ and the isomorphism type of the $U(3)$-bundle on $M$ determined by $w$. Furthermore, for any $U(3)$-bundle on $M$ one can arrange $w$ satisfying the above requirements.

We can also see from the proof of Theorem 1.5 that to form the closure of a sutured manifold $(M, \alpha)$ we do not necessarily need to use a connected sutured manifold $[-1, 1] \times F_{g,k}$. We can use a product sutured manifold $[-1, 1] \times F$ as long as $\overline{R}$ is connected and each connected component of $F$ has a simple closed curve that becomes a non-separating curve in $\overline{R}$. This flexibility in forming the closure will be useful below. Finally, as another consequence of Theorem 1.5, we make the following observation.

**Lemma 5.15.** Gluing a product 1-handle to a sutured manifold $(M, \alpha, w)$ along its sutures does not change the isomorphism type of $SHI^3_s(M, \alpha, w)$.
A product 1-handle is the product \([-1, 1] \times H\) where \(H\) is the 2-dimensional 1-handle given as \(I \times I\) for an interval \(I\). Fixing an embedding of \(I \times \partial I\) into \(\alpha\) determines an embedding of \([-1, 1] \times I \times \partial I\) into \(A(\alpha)\). Now to glue the product 1-handle \([-1, 1] \times H\) to \((M, \alpha, w)\), we identify part of the boundary of the product 1-handle given by \([-1, 1] \times I \times \partial I\) with its image in \(A(\alpha)\) via the embedding. We assume that this gluing is done in a way that the resulting 3-manifold is orientable. With this assumption, the resulting 3-manifold admits the structure of a sutured manifold in an obvious way.

**Proof.** Suppose \((M', \alpha', w)\) is obtained by gluing a product 1-handle to \((M, \alpha, w)\). A closure of \((M', \alpha', w)\), obtained by gluing the product sutured manifold \([-1, 1] \times F_{g,d}\) to \(M'\), can be regarded as a closure of \((M, \alpha)\), where we use the product sutured manifold \([-1, 1] \times (F_{g,d} \cup H)\) in forming the closure. From this one can easily see that the sutured instanton homologies of \((M, \alpha, w)\) and \((M', \alpha', w')\) are isomorphic to each other. \(\square\)

The operation of surface decomposition can be used to simplify sutured manifolds [Gab83]. A decomposing surface \(S\) in a balanced sutured manifold \((M, \alpha)\) is a properly oriented surface \(S\) in \(M\) such that any connected component of \(\partial S \cap A(\gamma)\) is either a properly embedded non-separating arc in \(A(\gamma)\) or a simple closed curve oriented in the same sense as the suture in the corresponding connected component of \(A(\gamma)\). Removing a small tubular neighborhood \(N(S)\) of \(S\) from \(M\) produces a new sutured manifold \((M', \alpha')\) with

\[
A(\alpha') = (A(\alpha) \cap \partial M') \cup N_{\partial M'}(S_+ \cap R_-) \cup N_{\partial M'}(S_- \cap R_+),
\]

\[
R_{\pm}(\alpha') = (R_{\pm}(\alpha) \cap M') \cup S_{\pm} \setminus \text{int}(A(\alpha'))
\]

where, after identifying \(N(S)\) with \([-1, 1] \times S\) as an oriented 3-manifold, \(S_{\pm}\) is given by \(\{\mp 1\} \times S \subset \partial N(S) \cap M'\). This operation of surface decomposition is usually denoted

\[
(M, \alpha) \overset{S}{\rightsquigarrow} (M', \alpha').
\]

We may extend this definition in an obvious way in the presence of non-trivial bundle data \(w\). If \(w\) is a properly oriented simple closed curve intersecting \(S\) and its boundary transversely, then the intersection \(w'\) of \(w\) with \(M'\) determines a properly embedded oriented curve in \(M'\) with the required properties. In this case, we write

\[
(M, \alpha, w) \overset{S}{\rightsquigarrow} (M', \alpha', w').
\]

Theorem 2.14 allows us to prove an analogue of surface decomposition theorems in [Juh08, KM10b] for our version of instanton Floer homology.

**Proposition 5.16.** Suppose \(S\) is a decomposing surface for a sutured manifold \((M, \alpha, w)\). Assume that \(S\) does not have any closed components, and for every connected component \(V\) of \(R_{\pm}(\alpha)\), the set of closed components of \(\partial S \cap V\) consist of parallel oriented boundary-coherent simple closed curves. Suppose \((M', \alpha', w')\) is the sutured manifold obtained from decomposing along \(S\). Then \(\text{SHI}_*(M', \alpha')_w\) is a summand of \(\text{SHI}_*(M, \alpha)_w\).
An oriented simple closed curve $c$ in an oriented surface $V$ is boundary coherent if either $c$ is non-separating or removing $c$ from $V$ gives a disconnected surface with a connected component $V_0$ whose only boundary component is $c$. In the latter case, we require that the orientation of $c$ is given by the outward-normal-first convention applied to $V_0$.

Proof. We follow a similar argument as in the proof of Theorem [KM10b, Proposition 6.9 and Proposition 7.11]. Without loss of generality, we can assume $S$ is connected. We can also assume that all connected components of $\partial S$ have non-empty intersection with $R_\pm(\alpha)$ using [Juh08, Lemma 4.5]. Next, we glue product 1-handles to $(M, \alpha)$ and $S$ as in the proof of [KM10b, Proposition 6.9] to obtain a decomposing surface in a sutured manifold where $\partial S$ consists of simple closed curves $C^+_1, \ldots, C^+_n$ in $R_\pm(\alpha)$. Lemma 5.15 implies that proving the claim for this new sutured manifold and the decomposing surface implies the claim for the original surface decomposition.

The closed curves $C^+_i$ determine linearly independent homology classes in $H_1(R_\pm(\alpha))$. If $n_+ \neq n_-$, we may apply further finger moves as in [Juh08, Lemma 4.5] and then glue product 1-handles as in [KM10b, Proposition 6.9] to increase the number of the boundary components of $\partial S$ in one of $R_\pm(\alpha)$ while preserving the number of such components in the other one. Thus we may assume $n_+ = n_-$. In summary, the boundary of our decomposing surface satisfies similar assumptions as in [KM10b, Lemma 6.10].

In order to form a closure of $(M, \alpha, w)$, first we glue a product sutured manifold $[-1, 1] \times F_{g,d}$ to $M$ along $A(\alpha)$. The two boundary components $R_{\pm}(\alpha)$ of the resulting 3-manifold contains the curves $C^+_i$ which are still linearly independent in $H_1(R_{\pm}(\alpha))$. In particular, we can pick a diffeomorphism $\varphi : R_{+}(\alpha) \to R_{-}(\alpha)$, which maps $C^+_i$ to $C^-_i$ in an orientation-reversing way. By forming the closure $Z_\alpha$ of $(M, \alpha, w)$ via $\varphi$ we obtain closed oriented connected surfaces $\overline{R}$ and $\overline{S}$ induced by $R_{\pm}(\alpha)$ and $S$. Moreover, these two surfaces intersect in a collection of simple closed curves $C_i$ that are induced by $C^+_i$. By smoothing out these intersection curves we obtain another closed oriented connected surface $F$ in the same homology class as $\overline{[R]} + [\overline{S}]$. We assume that $\overline{w} \cdot \overline{R} \equiv 0 \mod 3$. Then

$$SHI^3_\alpha(M, \alpha)_w = I^3_\alpha(Z_\alpha, \gamma + \overline{w}|\overline{R}),$$

where $\gamma$ is induced by a point in $F_{g,d}$ in the same way as before and $\overline{w}$ is the closure of $w$. The proof in the case $\overline{w} \cdot \overline{R} \equiv 0 \mod 3$ is similar, as we can replace the 1-cycle $\gamma$ with some other multiple of it to define the instanton Floer homology of $(M, \alpha, w)$.

The key observation of [KM10b, Lemma 6.10] is that $Z_\alpha$ can be also regarded as a closure for $(M', \alpha', w')$ where the counterpart of the surface $\overline{R}$ is $F$. It can be easily seen that the closure of $w'$ is still $\overline{w}$. To be more precise, there is a disconnected surface $T$ without any closed component such that after gluing the product sutured manifold $[-1, 1] \times T$ to $(M', \alpha', w')$ and picking an appropriate gluing map $\varphi'$ we obtain a 3-manifold diffeomorphic to $Z_\alpha$ together with the surface $\overline{F}$ and the 1-cycle $\overline{w}$. The disconnected surface $T$ satisfies the required property mentioned above such that it can be used to define $SHI^3_\alpha(M', \alpha')_{w'}$. In particular, this sutured instanton Floer homology group is isomorphic to $I^3_\alpha(Z_\alpha, \gamma + \overline{w}|F)$.

Let $v \in I^3_\alpha(Z_\alpha, \gamma|F)$ be a simultaneous eigenvector for the action of the operators $(\mu_2(\overline{R}), \mu_3(\overline{R}))$ with eigenvalues $(\lambda_2, \lambda_3)$. Since $\overline{R} \cdot \gamma = 1$, Proposition 5.5 implies that
\((\lambda_2, \lambda_3) = (\sqrt{3}a, \sqrt{3}ib)\) with \(a\) and \(b\) of the same parity and

\[|a| + |b| \leq 2g(R) - 2.\] (5.17)

We also have \([F] = [R] + [S], \chi(F) = \chi(R) + \chi(S),\) which implies that \(v\) is a simultaneous eigenvector for the action of \((\mu_2(S), \mu_3(S))\) with eigenvalues \((\sqrt{3}(2g(R) - 2) - \lambda_2, -\lambda_3).\)

We apply Proposition 5.5 again to get a bound on the norm of these eigenvalues:

\[|2g(F) - 2 - a| + |b| \leq 2g(S) - 2,\] (5.18)

The inequalities in (5.17) and (5.18) imply that \((a, b) = (2g(R) - 2, 0).\) As a result, the only simultaneous eigenvalue of \((\mu_2(R), \mu_3(R))\) acting on \(v \in I^3_+(Z, \alpha, \gamma)|F|\) is \((\sqrt{3}(2g(R) - 2), 0).\) This in turn implies that \(I^3_+(Z, \alpha, \gamma)|F|\) is the summand of \(I^3_+(Z, \alpha, \gamma)|R|\) given by the simultaneous eigenspace of the operators \((\mu_2(S), \mu_3(S))\) corresponding to the eigenvalue \((\sqrt{3}(2g(S) - 2), 0).\) In particular, \(SHI^3_+(M', \alpha')\) is a summand of \(SHI^3_+(M, \alpha).\)

Recall that a sutured manifold \((M, \alpha)\) is taut if \(M\) is irreducible and \(R_+(\alpha), R_- (\alpha)\) are norm minimizing in their homology classes in \(H_3(M, A(\gamma))\) [Gab83, Definition 2.4]. (In general, if \(Y\) is a 3-manifold and \(Z\) is a codimension 0 submanifold of \(\partial Y\), then an embedding \((S, \partial S)\) into \((Y, Z)\) for a surface \(S\) is norm minimizing if \(S\) is incompressible and \(S\) realizes the Thurston norm of the homology class \([S] \in H_2(Y, Z).\) If \((M, \alpha)\) is taut, then we say \((M, \alpha, w)\) is taut for any choice of a 1-cycle \(w).\)

**Corollary 5.19.** For any balanced taut sutured manifold \((M, \alpha, w),\) the sutured instanton homology group \(SHI^3_+(M, \alpha)w\) is non-trivial.

**Proof.** Following the proof of [Juh08, Theorem 1.4], there is a sequence of decompositions

\[(M, \alpha) \overset{S_1}{\rightarrow} (M_1, \alpha_1) \overset{S_2}{\rightarrow} \cdots \overset{S_n}{\rightarrow} (M_n, \alpha_n)\] (5.20)

such that each \(S_i\) satisfies the assumptions in Proposition 5.16 and \((M_n, \alpha_n)\) is a product sutured manifold. Now the claim follows from Proposition 5.16 and the fact that sutured instanton homology of a product sutured manifold for any \(U(3)\)-bundle is 1-dimensional.

**Corollary 5.21.** Suppose \(Y\) is an irreducible 3-manifold, \(\gamma\) is a 1-cycle in \(Y\) and \(R\) is a norm minimizing embedded surface in \(Y.\) Then \(I^3_+(Y \# T^3, \gamma + \gamma_1 | R \# T^2)\) is non-trivial, where \(\gamma_1\) is the 1-cycle in \(T^3\) given by \(S^1 \times \{x\} \) with \(x \in T^2.\)

**Proof.** Cutting \((Y, \gamma)\) along \(R\) produces a 3-manifold with two boundary components \(R_+\) and \(R_-\), which are copies of \(R.\) Glue a 1-handle to this 3-manifold along the discs \(D_{\pm} \subset R_{\pm}\) which correspond to a fixed disc \(D \subset R.\) The resulting 3-manifold \(M\) is a balanced sutured manifold with one suture \(\alpha\) and the complement of an annular neighborhood of the suture in the boundary is given by the surfaces \(R_{\pm} \setminus D_{\pm}\). The 1-cycle \(\gamma\) induces a 1-cycle \(w\) in the sutured manifold \((M, \alpha).\) We may also regard \(M\) is a submanifold of \(Y.\) In particular, the properly embedded surfaces \(R_{\pm} \setminus D_{\pm}\) in \((M, A(\alpha))\) are norm minimizing because \(R\) is norm minimizing in \(Y.\) Furthermore, if \(M\) is reducible, then the irreducibility of \(Y\) implies that \(R\) is reducible.
can be embedded in a ball in $Y$ which contradicts the assumption that $R$ is norm minimizing. Thus $(M, \alpha, w)$ is taut, and hence $SHI^3_\omega(M, \alpha, w)$ is non-trivial.

We take a closure of $(M, \alpha, w)$ by gluing $[-1, 1] \times F_{1,1}$ and then gluing the two boundary components of the resulting 3-manifold in the obvious way. The resulting closure can be identified with $Y \# T^3$ with the distinguished embedded surface $R \# T^2$ and the 1-cycle $w = \gamma$. In particular, $SHI^3_\omega(M, \alpha)_w$ is equal to $I^3_{\omega}(Y \# T^3, \gamma + \gamma_1 | R \# T^2)$.

**Remark 5.22.** A similar proof can be used to show that $I^3_{\omega}(Y \# T^3, \gamma + \gamma_1 | R \# T^2) \neq 0$. In the case that $(Y, \gamma)$ is 2-admissible, combining this with the connected sum theorems of instanton Floer homology in the admissible case [Scal15], one can see that $I^3_{\omega}(Y, \gamma | R)$ is also non-trivial. This is essentially the same non-vanishing result as in [KM10b, Theorem 7.21]. However, it seems that one needs to modify the statement and the proof of [KM10b, Theorem 7.21]. It is reasonable to expect that there is a connected sum theorem for $U(3)$ instanton Floer homology which implies that $I^3_{\omega}(Y \# T^3, \gamma + \gamma_1 | R \# T^2)$ is non-trivial only if $I^3_{\omega}(Y, \gamma | R) \neq 0$ whenever $(Y, \gamma)$ is 3-admissible. In Section 7, we show that $I^3_{\omega}(Y, \gamma)$ is non-trivial using a non-vanishing result for symplectic 4-manifolds.

**Proof of Theorem 1.3.** Suppose $\gamma$ is a 1-cycle representing the Poincaré dual of $\omega$. To give a representation $\rho : \pi_1(Y) \to PU(3)$ satisfying the required property, it suffices to find a projectively flat connection on a $U(3)$-bundle over $Y$ with $c_1 = PD(\gamma)$. Furthermore, we may assume that $Y$ is prime. If $Y$ is a rational homology sphere, then there is a flat $U(1)$-connection on $Y$ whose first Chern class is $PD(\gamma)$. By taking the sum of this connection and the trivial $SU(2)$ connection, we obtain a $U(3)$ flat connection with the required property. If $Y = S^1 \times S^2$, then the assumption implies that $\omega$ is trivial and we may take the trivial flat connection. Otherwise $Y$ is irreducible with positive $b_1$ and Corollary 5.21 implies that $I^3_{\omega}(Y \# T^3, \gamma + \gamma_1 | R)$ is not zero, where $R$ is a norm minimizing embedded surface in $Y$ (representing a non-trivial homology class). In particular, there exists a projectively flat connection on the $U(3)$-bundle over $Y$ with $c_1 = PD(\gamma)$. This gives a representation $\rho : \pi_1(Y) \to PU(3)$ satisfying the claim.

For a knot $K$ in a 3-manifold $Y$, the $U(3)$ instanton knot homology of $(Y, K)$, denoted by $KHI^3_{\omega}(Y, K)$, is defined to be $SHI^3_\omega(Y(K), \alpha(K))$, where $(Y(K), \alpha(K))$ is the sutured manifold of Example 5.10. As explained in [KM10b], a closure of $(Y(K), \alpha(K))$ is given by $Z(K)$, the 3-manifold obtained by gluing $S^1 \times F_{1,1}$ to the exterior of $K$ such that $S^1 \times \{x\}$ is mapped to a meridian of $K$ for any $x \in \partial F_{1,1}$. Let $c$ and $c'$ be two simple closed curves in $F_{1,1}$ intersecting transversely in exactly one point and $T = S^1 \times c$. Then

$$KHI^3_{\omega}(Y, K) = I^3_{\omega}(Z(K), c'|T).$$

(5.23)

This instanton knot homology group is isomorphic to $I^3_{\omega}(Z(K), \gamma + c'|T)$ where $\gamma$ is the 1-cycle $S^1 \times \{x\}$ for some $x \in F_{1,1}$. Now if $K$ is null-homologous, then we can pick the gluing map in the definition of $Z(K)$ so that $\{pt\} \times \partial F_{1,1}$ is glued to a longitude of $K$. In this case, we can glue a Seifert surface $S$ of genus $g$ to $F_{1,1}$ and obtain an embedded surface $S$ in $Z(K)$ of genus $g + 1$. In particular, $(\mu_2(S), \mu_3(S))$ gives a pair of operators acting
on $KHI^3_\ast(Y, K)$. The simultaneous generalized eigenspace decomposition with respect to the action of these operators determines a splitting of $KHI^3_\ast(Y, K)$ given as follows, that depends only on the homology class of $S$:

$$KHI^3_\ast(Y, K) \cong \bigoplus_{(a, b) \in \mathcal{C}_{g+1}} KHI^3_\ast(Y, K; a, b),$$

(5.24)

where $KHI^3_\ast(Y, K; a, b)$ is the generalized eigenspace of $(\mu_2(S), \mu_3(S))$ for the eigenvalues $(\sqrt{3}a, \sqrt{3}ib)$. To limit the possible eigenvalues appearing in this decomposition, we have used Proposition 5.5. The decomposition (5.24) will be discussed further in Section 9.

Proof of Theorem 1.2. Suppose $S$ is a Seifert surface of minimal genus for the knot $K$. Then the decomposition of $(Y(K), \alpha(K))$ along $S$ determines a sutured manifold $(Y(S), \alpha(S))$. It is shown in the proof of [DX20, Proposition 5.33] that

$$SHI^3_\ast(Y(S), \alpha(S)) \cong KHI^3_\ast(Y, K; \pm 2g, 0).$$

(This can be regarded as an instance of Theorem 5.16 on surface decompositions.)

To prove the existence of the desired representation, we can assume that $Y \setminus K$ is irreducible. In the case that $Y \setminus K$ is irreducible, $(Y(S), \alpha(S))$ is a taut sutured manifold. Corollary 5.19 implies that $SHI^3_\ast(Y(S), \alpha(S))$ is non-trivial and hence the rank of $KHI^3_\ast(Y, K)$ is at least 2. Now the claim follows from [DX20, Corollary 5.32].

6 The Structure Theorem

In this section, we prove Theorem 1.10, the $U(3)$ analogue of Kronheimer and Mrowka’s celebrated structure theorem for $U(2)$ Donaldson invariants [KM95]. In the first subsection, we provide background on Fukaya–Floer instanton homology, focusing on the case of $U(3)$. In the second subsection, using these preliminaries, we prove the structure theorem.

6.1 Fukaya–Floer homology of $S^1 \times \Sigma_g$

Fukaya–Floer homology is a variation of instanton Floer homology that is helpful to understand the $U(N)$ Donaldson invariants of a pair $(X, w)$ for some $z \in \mathcal{A}^N(X)$, where $(X, w)$ is naturally written as a connected sum of $(W, c)$ and $(W', c')$ whose boundaries are an $N$-admissible pair $(Y, \gamma)$ (with different orientations) but $z$ is not necessarily induced by an element of $\mathcal{A}^N(W) \otimes \mathcal{A}^N(W')$ (see the gluing formula (6.5) below). The original idea of Fukaya–Floer homology goes back to [Fuk92], which was further developed in [BD95] in the case that $N = 2$. Here we follow [DX20] to give a review of the general properties of Fukaya–Floer homology in the case that $N = 3$, and hence we often drop “3” from our notations. Then we proceed to study Fukaya–Floer homology of $S^1 \times \Sigma_g$. For more details on the background material, the reader can see Subsections 3.3 and 6.3 of [DX20]. We remark that even in the case $N = 2$, the algebraic formulation of [DX20] is more involved than what is proposed in [BD95] because of bubbling phenomena.
Suppose \((Y, \gamma)\) is an admissible pair and \(L = (l_2, l_3)\) is a pair of elements of \(H_1(Y; \mathbb{Z})\). The Fukaya–Floer homology group \(\mathbb{I}_*(Y, \gamma, L)\) is a module over a ring \(R_3\), which is defined in the following way. First define a filtration on the Fukaya–Floer complexes. First consider the ring

\[
R_{3,j} := C[s_{2,i}, s_{3,i}; 1 \leq i \leq j]/(s_{2,1}^2, s_{3,1}^2). \tag{6.1}
\]

If \(j \geq l\), then there is a homomorphism \(R_{3,j} \to R_{3,l}\) that maps \(s_{k,i}\) to \(s_{k,i}\) if \(i \leq l\) and to 0 if \(i > l\). Now let \(R_3\) be the inverse limit of this inverse system of rings. In particular,

\[
t_k := \sum_{i=0}^{\infty} s_{k,i}
\]

is an element of \(R_3\) and this determines an algebra homomorphism from \(C[[t_2, t_3]]\) to \(R_3\). The \(R_3\)-module \(\mathbb{I}_*(Y, \gamma, L)\) is also defined as the inverse limit of an inverse system. For each \(j\), there is a chain complex \((\mathcal{C}^*_{\pi}(Y, \gamma) \otimes R_{3,j}, d_j)\) defined over the ring \(R_{3,j}\), where \(\mathcal{C}^*_{\pi}(Y, \gamma)\) is a choice of instanton Floer chain complex for the admissible pair \((Y, \gamma)\) and does not depend on \(L\). The differential \(d_j\) has the form

\[
d_j = \sum_{s_{2}, s_{3} \subset [j]} \left( \prod_{i \in S_2} s_{2,i} \right) \left( \prod_{i \in S_3} s_{3,i} \right) d^j_{S_2, S_3} \tag{6.2}
\]

where \([j] = \{1, 2, \ldots, j\}\) and \(d^j_{S_2, S_3} : \mathcal{C}^*_{\pi}(Y, \gamma) \to \mathcal{C}^*_{\pi}(Y, \gamma)\). In particular, \(d^j_{\emptyset, \emptyset}\) is the ordinary Floer differential. If \(j \geq l\), then there is a chain map

\[
F_{j,l} : (\mathcal{C}^*_{\pi}(Y, \gamma) \otimes R_{3,j}, d_j) \to (\mathcal{C}^*_{\pi}(Y, \gamma) \otimes R_{3,l}, d_l) \tag{6.3}
\]

of \(R_{3,j}\)-modules such that \(F_{l,k} \circ F_{j,l} = \text{chain homotopy equivalent to } F_{j,k}\). Analogous to the differential maps \(d_j\), the chain maps have the form

\[
F_{j,l} = \sum_{s_{2}, s_{3} \subset [j]} \left( \prod_{i \in S_2} s_{2,i} \right) \left( \prod_{i \in S_3} s_{3,i} \right) F^j_{S_2, S_3}, \tag{6.4}
\]

where \(F^j_{S_2, S_3} : \mathcal{C}^*_{\pi}(Y, \gamma) \to \mathcal{C}^*_{\pi}(Y, \gamma)\) is the continuation map defining a chain homotopy equivalence between two chain complexes representing \(\mathbb{I}_*(Y, \gamma)\). The homology of \((\mathcal{C}^*_{\pi}(Y, \gamma) \otimes R_{3,j}, d_j)\) together with the homomorphisms induced by \(F_{j,l}\) defines an inverse system and \(\mathbb{I}_*(Y, \gamma, L)\) is the inverse limit of this system.

From (6.2) and (6.4), it is clear that the homomorphisms \(d_j\) and \(F_{j,l}\) are compatible with a filtration on the Fukaya–Floer complexes. First define a filtration on \(R_{3,j}\):

\[
R_{3,j} = F^0R_{3,j} \supset F^1R_{3,j} \supset F^2R_{3,j} \supset \cdots \supset F^{2j+1}R_{3,j} = 0,
\]

where \(F^kR_{3,j}\) contains linear combinations of monomials

\[
\left( \prod_{i \in S_2} s_{2,i} \right) \left( \prod_{i \in S_3} s_{3,i} \right) \quad \text{such that} \quad |S_1| + |S_2| \geq k.
\]
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In particular, $\mathcal{F}^k R_{3,j} \cdot \mathcal{F}^l R_{3,j}$ is a subset of $\mathcal{F}^{k+l} R_{3,j}$, and the associated graded part of this filtration is a direct sum of $2^{2j}$ copies of $C$. This filtration induces a filtration on $C_*^{bij}(Y, \gamma) \otimes R_{3,j}$, and $d_j$ is a filtration preserving homomorphism such that the induced map at the level of the associated graded part is $d_j ^{\otimes 2j} \otimes 1$. A similar comment applies to $F_{j, l}$.

From these filtrations one can obtain a spectral sequence for any $j$ whose second page is $I_* (Y, \gamma) \otimes C^{2^j}$ and it abuts to $I_*^{b,j} (Y, \gamma, L) := H(C_*^{bij}(Y, \gamma) \otimes R_{3,j}, d_j)$.

Fukaya–Floer homology is functorial with respect to cobordisms. Suppose $(W, c) : (Y, \gamma) \to (Y', \gamma')$ is a cobordism of 3-admissible pairs, $z \in A^3(W)$, and $\Gamma, \Lambda$ are properly embedded oriented surfaces such that $\Gamma \cap Y$, $\Lambda \cap Y$ represent homology classes $l_2, l_3 \in H_1(Y; \mathbb{Z})$ and $\Gamma \cap Y'$, $\Lambda \cap Y'$ represent homology classes $l_2', l_3' \in H_1(Y'; \mathbb{Z})$. Then there is an $R_3$-module homomorphism

$$\Gamma \# \Gamma$$

with $L = (l_2, l_3)$ and $L' = (l_2', l_3')$. There is a slight variation of the above construction when one of the ends of the cobordism $(W, c)$ is empty. If $Y'$ is empty, then $W$ is a 4-manifold with boundary $-Y$ and we have an $R_3$-module map

$$D_{W,c}(z e^{t_2 \Gamma_{(2)} + t_3 \Lambda_{(3)}}) : I_* (Y, \gamma, L) \to I_* (Y', \gamma, L')$$

and if $Y$ is empty, then $W$ is a 4-manifold with boundary $Y'$ and we have an element

$$D_{W,c}(z e^{t_2 \Gamma_{(2)} + t_3 \Lambda_{(3)}}) \in I_* (Y', \gamma, L').$$

These cobordism maps are defined by first constructing $R_{3,j}$-module chain maps between $(C_*^{bij}(Y, \gamma) \otimes R_{3,j}, d_j)$ and $(C_*^{bij}(Y', \gamma') \otimes R_{3,j}, d_j)$ that commute with the maps $(6.3)$ up to chain homotopy. Furthermore, these chain maps respect the filtrations induced by that of $R_{3,j}$, and the leading order terms with respect to such filtrations are given by the cobordism maps of ordinary instanton Floer complexes.

The above homomorphisms are well-behaved with respect to composition of cobordisms. For instance if $(W, c)$ is a pair with boundary $(Y, \gamma)$ and $(W', c')$ is a pair with boundary the orientation-reversal of $(Y, \gamma)$, then we can glue them to obtain a closed pair $(W \# W', c \# c')$. If $\Gamma, \Lambda$ are properly embedded surfaces in $W$ and $\Gamma', \Lambda'$ are properly embedded surfaces in $W'$ such that $\Gamma$ and $\Gamma'$ (respectively, $\Lambda$ and $\Lambda'$) agree over the boundary and we can glue them to obtain a closed oriented embedded surface $\Gamma \# \Gamma'$ (respectively, $\Lambda \# \Lambda'$), then

$$\langle D_{W,c}(z e^{t_2 \Gamma_{(2)} + t_3 \Lambda_{(3)}}), D_{W',c'}(z' e^{t_2 \Gamma'_{(2)} + t_3 \Lambda'_{(3)}}) \rangle$$

$$= D_{W \# W', c \# c'}(z z' e^{t_2 \Gamma \# \Gamma'_{(2)} + t_3 \Lambda \# \Lambda'_{(3)}}),$$

(6.5)

where $z \in A^3(W)$ and $z' \in A^3(W')$, and the left hand side is the obvious pairing. The invariant on the right hand side of (6.5) is given by $U(3)$ invariants of $(W \# W', c \# c')$ when $b^+(W \# W') > 1$. In the special case that $b^+(W \# W') = 1$, one can still define $U(3)$ polynomial invariants for $(W \# W', c \# c')$. However, this invariant depends on the choice of the metric and the right hand side of (6.5) is the invariant for a metric that we stretch along
the embedded surface $Y$ in $W \# W'$. We also remark that the right hand side of (6.5) is an element of the subalgebra $C[[t_2, t_3]]$ of $R_3$.

The main instance of $U(3)$ Fukaya–Floer homology relevant to this paper is that of $(S^1 \times \Sigma_g, \gamma_d, L)$ with $d$ coprime to 3 and $L = ([S^1 \times \{pt\}], [S^1 \times \{pt\}])$. Following a similar notation as in Section 2, we write

$$\hat{V}^3_{g,d} := \mathbb{I}_*(S^1 \times \Sigma_g, \gamma_d, L),$$

which is an $R_3$-module. Similar to (2.8), $[0,1] \times (S^1 \times \Sigma_g, \gamma_d, L)$, viewed as a cobordism from two copies of $(S^1 \times \Sigma_g, \gamma_d, L)$ to the empty set, induces a bilinear pairing

$$\langle \cdot, \cdot \rangle : \hat{V}^3_{g,d} \otimes \hat{V}^3_{g,d} \to R_3.$$  \hspace{1cm} (6.6)

Analogous to $V^3_{g,d}$ and in the same way as in (2.16), $\hat{V}^3_{g,d}$ is isomorphic to the cohomology of $\mathcal{N}_g$ with an appropriate coefficient ring. An explicit version of the isomorphism in (2.16) is given in [DX20, Theorem 3.18]. Focusing on the $N = 3$ case, there is a vector space homomorphism $S : H^*(\mathcal{N}_g; C) \to \mathbb{A}^3_g$ such that the map

$$P : H^*(\mathcal{N}_g; C)[\varepsilon]/(\varepsilon^3 - 1) \to V^3_{g,d}$$ \hspace{1cm} (6.7)

defined using the relative invariants

$$P(\varepsilon^i \cdot \sigma) = D_{\Delta_g, \delta_{g,d} + \Sigma}(S(\sigma)),$$

with $\Delta_g := D^2 \times \Sigma_g$ and $\delta_{g,d} = D^2 \times \{x_1, \ldots, x_d\}$, is an isomorphism. Similarly, we can define $P : H^*(\mathcal{N}_g; R_3)[\varepsilon]/(\varepsilon^3 - 1) \to \hat{V}^3_{g,d}$, an analogue of (6.7) for the Fukaya–Floer homology group of $S^1 \times \Sigma_g$, by setting

$$P(\varepsilon^i \cdot \sigma) = D_{\Delta_g, \delta_{g,d} + \Sigma}(S(\sigma)e^{t_2 D_{(2)} + t_3 D_{(3)}}).$$ \hspace{1cm} (6.8)

Here we extend $S$ as a module homomorphism $H^*(\mathcal{N}_g; C) \otimes R_3 \to \mathbb{A}_g^3 \otimes R_3$ in the obvious way and $D$ denotes the disc $D \times \{pt\}$ in $\Delta_g$.

**Lemma 6.9.** The $R_3$-module map $P : H^*(\mathcal{N}_g; R_3)[\varepsilon]/(\varepsilon^3 - 1) \to \hat{V}^3_{g,d}$ is an isomorphism. In particular, $\hat{V}^3_{g,d}$ is a free $R_3$-module.

**Proof.** It suffices to show that $P : H^*(\mathcal{N}_g; R_{3,j})[\varepsilon]/(\varepsilon^3 - 1) \to \mathbb{I}^3_{g,j}(S^1 \times \Sigma_g, \gamma_{g,d}, L_g)$, the $R_{3,j}$-module homomorphism given by

$$P_j(\varepsilon^i \cdot \sigma) = D^{3,j}_{\Delta_g, \delta_{g,d} + \Sigma}(S(\sigma)e^{D_{(2)} + D_{(3)}}),$$

is an isomorphism. Since $P_j$ is an $R_{3,j}$-module homomorphism, it is a filtration preserving homomorphism with respect to the filtration induced by that of $R_{3,j}$. The induced morphism of spectral sequences on the second page maps $H^*(\mathcal{N}_g; C)[\varepsilon]/(\varepsilon^3 - 1) \otimes R_{3,j}$ to $I_{g,j}(S^1 \times \Sigma_g, \gamma_{g,d}) \otimes R_{3,j}$ by the map $P \otimes 1$. In particular, it is an isomorphism. \hfill $\square$
The ring $R_3$ is not an integral domain and for our purposes it is easier to work with modules over an integral domain. We define $\mathcal{V}^3_{g,d}$ be the $C[[t_2, t_3]]$-module given by

$$\mathcal{V}^3_{g,d} := \operatorname{im} \left( \mathcal{P} |_{H^8(N_g; C[[t_2, t_3]]/[\epsilon]/(\epsilon^3 - 1)} \right)$$

It is clear from the definition that $\mathcal{V}^3_{g,d}$ as a $C[[t_2, t_3]]$-module is isomorphic to $C[[t_2, t_3]]^{3n_g}$ with $n_g = \dim C H^8(N_g; C)$. We have the following alternative identification.

**Lemma 6.10.** Suppose $\{\sigma_k\}_{k\leq n_g}$ is a basis for $H^8(N_g; C)$ as a vector space over $C$. Then, the map $\Phi : \mathcal{V}^3_{g,d} \to C[[t_2, t_3]]^{3n_g}$ given by

$$\Phi(\zeta) := (\langle \zeta, D_{\Delta_g, \delta_{g,d} + c_2 S(\sigma_k) \epsilon^{t_2D(2) + t_3D(3)} \rangle)_{1 \leq k \leq n_g, 0 \leq i \leq 2}$$

(6.11)
defined using the pairing (6.6), is an isomorphism.

Note that (6.5) implies the right side of (6.11) is indeed an element of $C[[t_2, t_3]]^{3n_g}$.

**Proof.** If $\zeta$ is in the kernel of $\Phi$, then its pairing with any element of $\mathcal{V}^3_{g,d}$ vanishes. Thus [DX20, Proposition 3.30] implies that $\zeta = 0$. It remains to show that $\Phi$ is surjective. Fix

$$v = \sum_{k=0}^{\infty} \sum_{i=0}^{k} t_2^{k-i} \sigma_{i,k-i} v_{i,k-i} \in C[[t_2, t_3]]^{3n_g},$$

where $v_{i,j} \in C^{3n_g}$. We inductively define an element

$$\sigma = \sum_{k=0}^{\infty} \sum_{i=0}^{k} t_2^{k-i} \sigma_{i,k-i}$$

with $\sigma_{i,j} \in H^8(N_g; C)[\epsilon]/(\epsilon^3 - 1)$ such that for any integer $n$, in the expression

$$\Phi \circ \mathcal{P}(\sum_{k=0}^{n} \sum_{i=0}^{k} t_2^{k-i} \sigma_{i,k-i}) - v \in C[[t_2, t_3]]^{3n_g}$$

only terms of the form $t_2^i t_3^j$ with $i + j > n$ appear. In fact, assuming this holds for a given $n$, then we have the following, where $w_{i,j} \in C^{3n_g}$:

$$\Phi \circ \mathcal{P}(\sum_{k=0}^{n} \sum_{i=0}^{k} t_2^{k-i} \sigma_{i,k-i}) - v = \sum_{k=n+1}^{\infty} \sum_{i=0}^{k} t_2^{k-i} w_{i,k-i}$$

The non-degeneracy of the pairing on $V^3_{g,d}$ implies that for any $0 \leq i \leq n + 1$, there is a unique $\sigma_{i,n+1-i} \in H^8(N_g; C)[\epsilon]/(\epsilon^3 - 1)$ such that $\Phi \circ P(\sigma_{i,n+1-i}) = w_{i,n+1-i}$. Here $\phi : V^3_{g,d} \to C^{3n_g}$ is defined in a similar way as $\Phi$. It is straightforward to check that we can carry out the induction step with this choice of $\sigma_{i,j}$ when $i + j = n + 1$. \qed
Corollary 6.12. Any relative invariant $D_{\Delta g, \delta g, d + i \Sigma}(z e^{D_2} + D_3)$ where $z \in A^3_g$ is an element of $\mathbb{V}^3_{g,d}$. In particular, $\mathbb{V}^3_{g,d}$ is the $\mathbb{C}[[t_2, t_3]]$-module generated by such invariants.

Proof. Using Lemma 6.10, there is $\zeta \in \mathbb{V}^3_{g,d}$ such that
\[
\langle \zeta - D_{\Delta g, \delta g, d + i \Sigma}(z e^{D_2} + D_3), \ D_{\Delta g, \delta g, d + i \Sigma}(S(\sigma)e^{t_2} D_2 + t_3 D_3) \rangle = 0.
\]
This implies that the pairing of $\zeta - D_{\Delta g, \delta g, d + i \Sigma}(z e^{D_2} + D_3)$ with any element of $\mathbb{V}^3_{g,d}$ is trivial, and hence by [DX20, Proposition 3.30] this element vanishes. In particular, $\zeta = D_{\Delta g, \delta g, d + i \Sigma}(z e^{D_2} + D_3)$ belongs to $\mathbb{C}[[t_2, t_3]]$. \qed

For any integer $i$ and $z \in A^3_g$, consider the homomorphism
\[
\mathbb{I}([-1, 1] \times S^1 \times \Sigma, [-1, 1] \times \gamma_{g,d}, z e^{t_2} C_{g,d} + t_3 C_{g,d}) : \mathbb{V}^3_{g,d} \rightarrow \mathbb{V}^3_{g,d}
\]
where $C = [-1, 1] \times S^1 \times \{pt\}$. Corollary 6.12 and functoriality of Fukaya–Floer homology implies that this homomorphism maps $\mathbb{V}^3_{g,d}$ to itself. This gives $\mathbb{V}^3_{g,d}$ the structure of a cyclic module over $A^3_g \otimes \mathbb{C}[[t_2, t_3]][\varepsilon]/(\varepsilon^3 - 1)$. That is to say, there is an ideal $\mathbb{I}^3_{g,d}$ of $A^3_g \otimes \mathbb{C}[[t_2, t_3]][\varepsilon]$ containing $\varepsilon^3 - 1$ such that
\[
\mathbb{V}^3_{g,d} = A^3_g \otimes \mathbb{C}[[t_2, t_3]][\varepsilon]/\mathbb{I}^3_{g,d}.
\]

The following is another consequence of Lemma 6.10.

Corollary 6.13. For any element $z$ of the ideal $J^3_{g,d} \subset A^3_g[\varepsilon]$, there is $z \in \mathbb{I}^3_{g,d}$ such that
\[
z = z + \sum_{k=1}^{\infty} \sum_{i=0}^{\infty} t_2^{i} t_3^{k-i} z_{i,k-i}.
\]

That is to say, $z$ is the constant term of the power series $z$.

Proof. We may regard $z$ as an element of $A^3_g \otimes \mathbb{C}[[t_2, t_3]][\varepsilon]$ where the coefficient of $t_2^i t_3^j$ is zero unless $i = j = 0$. Thus $z$ determines an element $\zeta$ of $\mathbb{V}^3_{g,d}$. Since $z \in J^3_{g,d}$, $\Phi(\zeta)$ has a trivial constant term and hence we can find $v_2$, $v_3 \in \mathbb{C}[[t_2, t_3]][\varepsilon]$ such that
\[
\Phi(\zeta) = t_2 v_2 + t_3 v_3.
\]
(6.14)

By Lemma 6.10, we can find $\eta_2$, $\eta_3 \in \mathbb{V}^3_{g,d}$ such that $\Phi(\eta_i) = v_i$. In particular, $\zeta - t_2 \eta_2 - t_3 \eta_3$ is a trivial element of $\mathbb{V}^3_{g,d}$. Since $\mathbb{V}^3_{g,d}$ is a cyclic module over $A^3_g \otimes \mathbb{C}[[t_2, t_3]][\varepsilon]/(\varepsilon^3 - 1)$, there are $z_2$, $z_3 \in A^3_g \otimes \mathbb{C}[[t_2, t_3]][\varepsilon]/(\varepsilon^3 - 1)$ such that $z_i$ is mapped to $\eta_i$. This implies that $z := z - t_2 z_2 - t_3 z_3$ is in $\mathbb{I}^3_{g,d}$ and has the form in (6.14). \qed

Next, we define a Fukaya–Floer analogue of the simple-type ideal (2.17):
\[
\mathbb{S}_{g,d}^3 := \ker(\beta^2 \cdot 27) \cap \ker(\beta_3) \cap \bigcap_{r=2,3, 1 \leq j \leq 2g} \ker(\psi_r^j) \subset \mathbb{V}^3_{g,d}.
\]

An important ingredient in the proof of the structure theorem involves an understanding of this $\mathbb{C}[\alpha_2, \alpha_3, \beta_2, \beta_3][[t_2, t_3]]$-module. The following is an adaption of the main argument that proves Theorem 2.14, given in Section 2.
Theorem 6.15. $S^3_{g,d}$ is a free $C[[t_2, t_3]]$-module of rank $3(2g - 1)^2$. Moreover,

$$S^3_{g,d} = \bigoplus_{k \in \{0,1,2\}} R_{k,a,b}$$ (6.16)

where $R_{k,a,b}$ is the free $C[[t_2, t_3]]$-module of rank one given by

$$R_{k,a,b} = \frac{C[[t_2, t_3]]}{(\alpha_2 - (\zeta^k \sqrt{3} a + \zeta^{2k} t_2), \alpha_3 - (\zeta^{2k} \sqrt{-3} b - 2 \zeta^k t_3), \beta_2 - 3 \zeta^{2k} \beta_3)}$$ (6.17)

The above description also determines $S^3_{g,d}$ as an $C[\alpha_2, \alpha_3, \beta_2, \beta_3][[t_2, t_3]]$-module.

As preparation for the proof, we need the blowup formula for $U(3)$ polynomial invariants. This will also be an essential ingredient in the proof of the structure theorem. Write $\tilde{X}$ for a blowup of $X$, and denote the exceptional class by $E \in H^2(\tilde{X}; Z)$. The following is essentially due to Culler [Cul14], and is stated in [DX20, §2.5].

Theorem 6.18. If $(X, w)$ is $U(3)$ simple type, then for $\Gamma, \Lambda \in H^2(X; Z)$, we have

$$D_{\tilde{X}, w}(t_2 E_2 + t_3 E_3 + \Gamma(2) + \Lambda(3))$$

$$= \frac{1}{3} e^{-t_2^2/2 + t_3^2} \left( \cosh(\sqrt{3} t_2) + 2 \cos(\sqrt{3} t_3) \right) D_{X, w}(\Gamma(2) + \Lambda(3)),$$

$$D_{\tilde{X}, w+\epsilon}(t_2 E_2 + t_3 E_3 + \Gamma(2) + \Lambda(3))$$

$$= \frac{1}{3} e^{-t_2^2/2 + t_3^2} \left( \cosh(\sqrt{3} t_2) - \cos(\sqrt{3} t_3) - \sqrt{3} \sin(\sqrt{3} t_3) \right) D_{X, w}(\Gamma(2) + \Lambda(3)).$$

Below, we will make use of the identity

$$D_{X, w}(1 + \frac{1}{3} \epsilon^k x_i(2) + \frac{1}{9} \zeta^{2k} x_i^2(2)) e^z = \zeta^{k d_w} D_{X, w}(\zeta^{-k \deg(z)} z)$$ (6.19)

where $d_w := b^+(X) - b^1(X) - w \cdot w + 1$ and $z$ is a homogenous element of $A^3(X)$. This relation follows from the observation that the mod 3 dimension of the moduli spaces of $U(3)$ instantons for $(X, w)$ is fixed and equal to $d_w$.

Proof of Theorem 6.15. Suppose $\mathbb{I}^3_{g,d}$ is the ideal of $A^3_g \otimes C[[t_2, t_3]][\epsilon]$ generated by $\mathbb{I}^3_{g,d}$ and $(\beta_2^3 - 27, \beta_3, \psi_{1,i}, \psi_{3,i})_{i=1}^{2g}$. The pairing $\langle \cdot, \cdot \rangle : \mathbb{V}^3_{g,d} \otimes C[[t_2, t_3]] \to C[[t_2, t_3]]$ induces

$$S^3_{g,d} \otimes C[[t_2, t_3]] \mathbb{V}^3_{g,d}/(\beta_2^3 - 27, \beta_3, \psi_{1,i}, \psi_{3,i})_{i=1}^{2g} \to C[[t_2, t_3]].$$

The non-degeneracy of the pairing gives

$$\text{rank}_{C[[t_2, t_3]]} (S^3_{g,d}) \leq \text{rank}_{C[[t_2, t_3]]} \left( A^3_g \otimes C[[t_2, t_3]][\epsilon]/\mathbb{I}^3_{g,d} \right).$$
Corollary 6.13 implies that the right hand side of the above inequality is not greater than
\[
\dim_{\mathbb{C}} \mathcal{A}_{g}^3[\varepsilon]/J_{g,d}^3 = 3(2g - 1)^2,
\]
where the latter is established in Section 2. Thus
\[
\text{rank}_{\mathbb{C}}[t_2,t_3]S_{g,d}^3 \leq 3(2g - 1)^2. \tag{6.20}
\]

We can construct elements of the simple-type ideal using a $K3$ surface. (A similar construction can be done for smooth 4-manifolds of $U(3)$ simple type.) Let $\Sigma'$ be a surface of genus $g$ in a $K3$ surface with $\Sigma' \cdot \Sigma' = 2g - 2$. For instance, we can construct $\Sigma'$ in the following way. The 4-manifold $K3$ admits an elliptic fibration with a section that is a $(-2)$-embedded sphere. The union of this sphere and $g$ regular fibers, after resolving the intersection points, gives a surface with the desired genus and self intersection number. We fix another surface $F$ with $F \cdot F = 0$ and $F \cdot \Sigma' = 1$. For instance, take $F$ to be a regular fiber. Let also $w$ be the union of $d$ other regular fibers and regard it as a 2-cycle in $K3$ with trivial self-intersection number. Next, let $X$ be the blowup of the $K3$ surface at $2g - 2$ points on $\Sigma'$ away from $F$ and $w$, and denote the proper transform of $\Sigma'$ by $\Sigma$. Then $\Sigma$ determines a surface of genus $g$ and self intersection number $0$. We also obtain a surface and a 2-cycle in $X$ induced by $F$ and $w$, which are denoted by the same notation.

Removing a regular neighborhood of $\Sigma$ from $X$, $w$ and $F$ determines a 4-manifold $X^\circ$ with boundary $S^1 \times S_g$, a 2-cycle $w^\circ$ that intersects the boundary of $X$ at $S^1 \times \{x_1, \ldots, x_d\}$ and an embedded surface $F^\circ$ which intersects the boundary at $S^1 \times \{y\}$. In particular, for any $z \in \mathcal{A}^3(X)$, the following is an element of $V_{g,d}^3$:
\[
D_{X^\circ,w^\circ}(ze^t_F(t_2)+t_3F^3). \tag{6.21}
\]

Analogous to (2.29), one can see the above element of $V_{g,d}^3$ belongs to $S_{g,d}^3$.

Next, we define a homomorphism $\Psi : S_{g,d}^3 \to \mathbb{C}[t_2,t_3][3(2g-1)^2]$ and use the upper bound in (6.20) on the rank of $S_{g,d}^3$ and the elements of $S_{g,d}^3$ constructed in (6.21) to show that $\Psi$ is an isomorphism. For any $\lambda = (a,b,k) \in C_g \times \{0,1,2\}$, let $P_\lambda \in \mathbb{C}[t_2,t_3][w,x,y]$ be a polynomial such that for any $\lambda' = (a',b',k') \in C_g \times \{0,1,2\}$, the value of $P_\lambda$ at
\[
(3\zeta^2k', \sqrt{3}\zeta^2k' \alpha' + \zeta^2k't_2, \sqrt{3}\zeta^2k' \beta' - 2\zeta^2k't_3)
\]
is 1 if $\lambda' = \lambda$ and is 0 if $\lambda' \neq \lambda$. The homomorphism $\Psi$ is defined as
\[
\Psi(\zeta) := \{ \langle \zeta, D_{\Delta,\delta,d}(P_\lambda(x_2), \Sigma(2), \Sigma(3))e^{D(2)+D(3)} \rangle \}_{\lambda}.
\]
To compute $\Psi(\zeta)$ for an element of $S_{g,d}^3$ that is a relative invariant as in (6.21), we can use the pairing formula (6.5) to compute
\[
\langle D_{X^\circ,w^\circ}(ze^t_F(t_2)+t_3F^3), D_{\Delta,\delta,d}(P_\lambda(x_2), \Sigma(2), \Sigma(3))e^{D(2)+D(3)} \rangle
\]
\[= D_{X,w}(zP_\lambda(x_2), \Sigma(2), \Sigma(3))e^{t_2F(t_2)+t_3F(3)}. \tag{6.22}
\]
We consider the special case that
\[
z = (1 + \frac{1}{3} \zeta^{k} x_{(2)} + \frac{1}{9} \zeta^{2k} x_{(2)}^{2}) P(x_{(2)}, \Sigma_{(2)}, \Sigma_{(3)})
\]  
(6.23)

for some \( P \in \mathbb{C}[t_{2}, t_{3}][w, x, y] \). Then the right hand side of (6.22) is given by evaluating the following expression at \( s_{2} = s_{3} = 0 \):
\[
R(3\zeta^{2k}, \frac{\partial}{\partial s_{2}}, \frac{\partial}{\partial s_{3}}) \hat{D}^{k}_{X, w}(e^{s_{2} \Sigma_{(2)} + s_{3} \Sigma_{(3)} + t_{2} F_{(2)} + t_{3} F_{(3)}})
\]
(6.24)

where \( R \) is the element of \( \mathbb{C}[t_{2}, t_{3}][w, x, y] \) given by \( P \cdot P_{\lambda} \). Here we use the fact that \( K3 \) has \( U(3) \) simple type [DX20]. For any cycle \( w \) in a \( K3 \) surface and \( \Gamma, \Lambda \in H_{2}(K3) \), the \( U(3) \) Donaldson-type invariant is computed in [DX20] to be
\[
\mathbb{D}_{K3,w}(\Gamma_{(2)} + \Lambda_{(3)}) = e^{\frac{Q(\Gamma)}{2} - Q(\Lambda)}.
\]
(6.25)

This identity, Theorem 6.18 and (6.19) can be used to show that (6.24) is equal to
\[
R(3\zeta^{2k}, \frac{\partial}{\partial s_{2}}, \frac{\partial}{\partial s_{3}}) \left[ \frac{1}{3^{2g-2}} \zeta^{k} e^{2k s_{2} t_{2} - 2k s_{3} t_{3}} (\cosh(\sqrt{3} \zeta^{k} s_{2}) + 2 \cos(\sqrt{3} \zeta^{2k} s_{3}))^{2g-2} \right].
\]

In particular, (6.24) is equal to
\[
R(3\zeta^{2k}, \frac{\partial}{\partial s_{2}}, \frac{\partial}{\partial s_{3}}) \left[ e^{2k s_{2} t_{2} - 2k s_{3} t_{3}} \sum_{(a, b) \in C_{g}} c_{a, b} e^{\sqrt{3} \zeta^{k} a_{s_{2}} + \sqrt{-3} \zeta^{2k} b_{s_{3}}} \right],
\]
for some non-zero constants \( c_{a, b} \). We may simplify the above expression as
\[
e^{2k s_{2} t_{2} - 2k s_{3} t_{3}} \sum_{(a, b) \in C_{g}} c_{a, b} R(3\zeta^{2k}, \sqrt{3} \zeta^{k} a + \zeta^{2k} t_{2}, \sqrt{-3} \zeta^{2k} b - 2 \zeta^{k} t_{3}) e^{\sqrt{3} \zeta^{k} a_{s_{2}} + \sqrt{-3} \zeta^{2k} b_{s_{3}}}.
\]

The assumption \( R = P \cdot P_{\lambda} \) for a fixed \( \lambda = (a, b) \) can be used to further simplify (6.24) to
\[
c_{a, b} e^{2k s_{2} t_{2} - 2k s_{3} t_{3}} P(3\zeta^{2k}, \sqrt{3} \zeta^{k} a + \zeta^{2k} t_{2}, \sqrt{-3} \zeta^{2k} b - 2 \zeta^{k} t_{3}) e^{\sqrt{3} \zeta^{k} a_{s_{2}} + \sqrt{-3} \zeta^{2k} b_{s_{3}}}.
\]

For a given \( (a_{0}, b_{0}, k_{0}) \in C_{g} \times \{0, 1, 2\} \), we pick \( z \) in (6.23) with \( k = k_{0} \) and \( P = P_{\lambda_{0}} \) where \( \lambda_{0} = (a_{0}, b_{0}) \). Then all components of \( \Psi \) applied to this element of \( \mathbb{S}_{g,d}^{3} \) are equal to 0 except the component corresponding to \( (a_{0}, b_{0}, k_{0}) \), which is a non-zero real number. This shows that the map \( \Psi \) is surjective. This observation and (6.20) imply that the rank of \( \mathbb{S}_{g,d}^{3} \) is \( 3(2g - 1)^{2} \) and the kernel of \( \Psi \) is torsion. However, the kernel is a submodule of the free module \( \mathbb{V}_{g,d}^{3} \), and hence the kernel of \( \Psi \) is trivial. Consequently, \( \Psi \) gives an isomorphism, and is the direct sum of rank 1 modules given by the above elements as \( (a_{0}, b_{0}, k_{0}) \) ranges over all elements of \( C_{g} \times \{0, 1, 2\} \). Furthermore, the computation of the previous paragraph shows that any such rank 1 summand is invariant with respect to the action of the operators \( \alpha_{2}, \alpha_{3}, \beta_{2} \) and \( \beta_{3} \), and it is isomorphic \( R_{k_{0},a_{0},b_{0}} \), defined as in (6.17).
6.2 Proof of the structure theorem

We now prove the structure theorem. For the convenience of the reader, we recall the statement of Theorem 1.10. Retaining the convention of the previous subsection, we write $D_{X,u}$ for $D^2_{X,u}$, and so forth. Let $\zeta = e^{2\pi i/3}$.

**Theorem 6.26.** Suppose $b^+(X) > 1$, and $X$ is $U(3)$ simple type. Then there is a finite set $\{K_i\} \subset H^2(X; \mathbb{Z})$ and $c_{i,j} \in \mathbb{Q}[\sqrt{3}]$ such that for any $w \in H^2(X; \mathbb{Z})$, and $\Gamma, \Lambda \in H_2(X)$:

$$\mathbb{D}_{X,w}(\Gamma(2) + \Lambda(3)) = e^{Q(\Gamma) - Q(\Lambda)} \sum_{i,j} c_{i,j} w^{K_i - K_j} e^{\frac{\sqrt{3}}{2}(K_i+K_j) \cdot \Gamma + \frac{1}{2\sqrt{3}}(K_i-K_j) \cdot \Lambda}$$

Each class $K_i$ is an integral lift of $w_2(X)$, and satisfies the following: if $\Sigma \subset X$ is a smoothly embedded surface of genus $g$ with $\Sigma \cdot \Sigma \geq 0$ and $[\Sigma]$ non-torsion, then

$$2g - 2 \geq |\langle K_i, \Sigma \rangle| + [\Sigma]^2.$$  \hfill (6.27)

**Remark 6.28.** The authors suspect a stronger statement holds: namely, that if $(X, w)$ is $U(3)$ simple type for any single $w \in H^2(X; \mathbb{Z})$, then $X$ is $U(3)$ simple type. However, it appears that to adapt the proof to address such a statement requires equality in Proposition 2.11, and does not follow from the partial description of eigenvalues given in Theorem 2.14.

**Remark 6.29.** Kronheimer and Mrowka used an adjunction inequality in the $U(2)$ setting [KM93] to prove the Milnor conjecture on the slice genus of torus knots. This motivated the introduction of concordance invariants constructed from versions of $U(2)$ instanton Floer theory for knots [KM11b, KM13]. The $U(3)$ adjunction inequality in Theorem 6.26 implies the Milnor conjecture in a similar way, and it would be interesting to explore whether there are similar concordance invariants that can be defined using $U(3)$ instantons.

Our proof of Theorem 6.26 is largely an adaptation of Muñoz’s proof in the $N = 2$ case [Muñ00], which uses $U(2)$ Fukaya–Floer homology. A key ingredient is Theorem 6.15, regarding the $U(3)$ Fukaya–Floer analogue of the simple-type ideal (2.17). We being with the following $N = 3$ analogue of Lemma 11 from [Muñ00].

**Lemma 6.30.** Suppose $X$ satisfies $b^+(X) > 1$ and is $U(3)$ simple type. Fix $w \in H^2(X; \mathbb{Z})$. Let $\Sigma \subset X$ be a surface of genus $g$ with $[\Sigma]^2 = 0$ and $\Sigma \cdot w = d \neq 0 \pmod{3}$. Then there are $h_{a,b} \in \mathbb{C}[t_2, t_3]$ such that for all $\Gamma, \Lambda \in H_2(X)$ and $l \in \mathbb{Z}$, we have:

$$\mathbb{D}_{X,w+l\Sigma}(s_2 \Sigma(2) + s_3 \Sigma(3) + t_2 \Gamma(2) + t_3 \Lambda(3)) = e^{Q(s_2 \Sigma + t_2 \Gamma)/2 - Q(s_3 \Sigma + t_3 \Gamma)} \sum_{(a,b) \in C_g} \zeta^b h_{a,b} e^{\sqrt{3}a s_2 + \sqrt{-3}b s_3}$$ \hfill (6.31)

**Proof.** We may suppose $\Gamma$ and $\Lambda$ are represented by surfaces which intersect $\Sigma$ transversely in a single point, and $\Gamma \cdot \Sigma = \Lambda \cdot \Sigma = 1$. The general case follows from this case and linearity of the resulting expression. Identify a regular neighborhood of $\Sigma \subset X$ with $D^2 \times \Sigma$, and
write \( X = X^{\circ} \cup D^2 \times \Sigma \). Write \( \Gamma = \Gamma^{\circ} \cup D \) and similarly for \( \Lambda \), where \( D \) and \( \delta \) both denote \( D^2 \times \{pt\} \) in \( \Delta = D^2 \times \Sigma \). As in (6.22), the gluing formula (6.5) gives

\[
D_{X,w}(ze^{t_2\Gamma(2)+t_3\Lambda(3)}) = \langle D_{X^{\circ},w^c}(ze^{t_2\Gamma(2)+t_3\Lambda^{\circ}(3)}), D_{\Delta,\delta}(e^{t_2D(2)+t_3D(3)}) \rangle
\]

(6.32)

for all \( z \in A^3(X, \Sigma) \), where we define \([\Sigma]^1 = \{ y \in H_2(X) | y \cdot \Sigma = 0 \} \), and

\[
A^3(X, \Sigma) := (\text{Sym}^*(H_0(X) \oplus [\Sigma]^1) \otimes \Lambda^*H_1(X))^\otimes 2 \subset A^3(X).
\]

The two invariants appearing on the right side of (6.32) are elements of the Fukaya–Floer homology \( \mathcal{V}^3_{g,d} \). Now let \( s_2, s_3 \) be formal variables and set

\[
z = (1 + \frac{1}{3}x(2) + \frac{1}{9}x^2(2)e^{s_2\Sigma(2)} + s_3\Sigma(3)). \quad (6.33)
\]

Then the left side of (6.32) is equal to the left side of (6.31) when \( l = 0 \). By the simple type assumption and the gluing formula, we have

\[
D_{X^{\circ},w^c}(ze^{t_2\Gamma(2)+t_3\Lambda(3)}) \in \mathbb{C}[s_2, s_3].
\]

Furthermore, by Theorem 6.15 we can write

\[
D_{X^{\circ},w^c}(ze^{t_2\Gamma(2)+t_3\Lambda(3)}) = \sum_{(a,b) \in C} f_{a,b}^w
\]

where \( f_{a,b}^w \in R_{0,a,b} \otimes_C \mathbb{C}[s_2, s_3] \). (The presence of \( 1 + x(2)/3 + x^2(2)/9 \) in \( z \) implies \( k = 0 \) in (6.16).) From the description of \( R_{0,a,b} \), \( f_{a,b}^w \) is a solution of the differential operator

\[
\left( \frac{\partial}{\partial s_2} - (\sqrt{3}a + t_2) \right) \left( \frac{\partial}{\partial s_3} - (\sqrt{3}b - 2t_3) \right).
\]

(6.34)

By the gluing formula we can then write

\[
\mathbb{D}_{X,w}(s_2\Sigma(2) + s_3\Sigma(3) + t_2\Gamma(2) + t_3\Lambda(3)) = \sum_{(a,b) \in C} g_{a,b}^w
\]

where \( g_{a,b}^w \in C[s_2, s_3, t_2, t_3] \) is given by the pairing \( \langle f_{a,b}^w, D_{\Delta,\delta}(e^{t_2D(2)+t_3D(3)}) \rangle \). Furthermore, \( g_{a,b}^w \) is also a solution of the operator (6.34). Thus we obtain

\[
g_{a,b}^w = h_{a,b}^w(t_2, t_3)e^{\sqrt{3}as_2 + s_2t_2 + \sqrt{3}bs_3 - 2s_3t_3}.
\]

This proves the claim in the case \( l = 0 \).

For the case of general \( l \), first note the above argument carries through to show that

\[
\mathbb{D}_{X,w+l\Sigma}(s_2\Sigma(2) + s_3\Sigma(3) + t_2\Gamma(2) + t_3\Lambda(3)) = \sum_{(a,b) \in C} h_{a,b}^{w+l\Sigma}e^{\sqrt{3}as_2 + s_2t_2 + \sqrt{3}bs_3 - 2s_3t_3}
\]
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for some \( h_{a,b}^{w+l\Sigma} \in \mathbb{C}[t_2, t_3] \). Next, recall that there is a class \( \varepsilon = \varepsilon(\Sigma) \) that acts on \( \mathbb{V}^3_{g,d} \) as an operator of degree \(-4d \pmod{4N}\), and can also be used via the gluing formula as a class when evaluating \( D_{X,w} \). Namely, in the situation at hand, we have the relation
\[
D_{X,w}(\varepsilon^l z) = D_{X,w+l\Sigma}(z)
\]
for any \( z \in \mathbb{A}^3(X, \Sigma) \). The operator \( \varepsilon \) restricted to \( \mathbb{S}_{g,d}^3 \) acts as follows:
\[
\varepsilon : R_{k,a,b} \to R_{k,a,b} \text{ is multiplication by } \zeta^{b+dk}.
\]
This follows from the fact that the eigenvalues in (2.12) have \( \varepsilon = +1 \), combined with the argument of Lemma 2.5 (using that \( \varepsilon \) has degree \(-4d \pmod{4N}\)). Replace \( z \) in (6.33) by
\[
z = (1 + \zeta^i \varepsilon + \zeta^{2i} \varepsilon^2)(1 + \frac{1}{3} \varepsilon^1(2) + \frac{1}{9} \varepsilon^2(2)) \varepsilon^{a_2\Sigma(2) + s_3\Sigma(3)}.
\]
From this substitution, carrying the above argument through, we obtain the relation
\[
\sum_{l=0,1,2} \zeta^{li} h_{a,b}^{w+l\Sigma} = 0 \quad \text{if } b + i \neq 0 \pmod{3} \tag{6.35}
\]
for each \( i \in \mathbb{Z} \); the key point is that the term \( 1 + \zeta^i \varepsilon + \zeta^{2i} \varepsilon^2 \) places the relative invariants in the \((\zeta^{-1})\)-eigenspace of \( \varepsilon \). The relations (6.35) are then used to solve
\[
h_{a,b}^{w+l\Sigma} = \zeta^{lb} h_{a,b}^w.
\]
This proves the claimed formula for general \( l \), upon setting \( h_{a,b} := h_{a,b}^w \). \( \square \)

**Proof of Theorem 6.26.** The proof runs parallel to Steps 2–5 of the proof of Theorem 2 from [Mun00] for the \( N = 2 \) case; we begin with an analogue of Step 2. Fix \( X \) a smooth closed oriented 4-manifold with \( b^+(X) > 1 \) and of \( U(3) \) simple type. We first show that for each \( w \in H^2(X; \mathbb{Z}) \) there exists a finite set \( \{K_i\}_{i \in I} \subset H^2(X; \mathbb{Z}) \) and \( c_{i,j}^w \in \mathbb{Q}[\sqrt{3}] \) such that
\[
\mathcal{D}_{X,w}(\Gamma(2) + \Lambda(3)) = e^{Q(\mathcal{F}) - Q(\mathcal{A})} \sum_{i,j} c_{i,j}^w e^{\sqrt{3}(K_i+K_j) \cdot \Gamma + \frac{3\sqrt{3}}{2}(K_i-K_j) \cdot \Lambda} \tag{6.36}
\]
The blow-up formulas of Theorem 6.18 show that it suffices to prove this for any blowup of \( X \). For simplicity we assume \( H^2(X; \mathbb{Z}) \) has no torsion (in the general case, mod out by torsion in the argument). After possibly blowing up, we may assume (using \( b^+(X) > 1 \)) that the intersection form of \( X \) can be diagonalized, \( Q = (+1)^r \oplus (-1)^s \). Let \( A_1, \ldots, A_r, B_1, \ldots, B_s \) be a corresponding basis, so that \( A_k^2 = 1, B_k^2 = -1, A_k \cdot B_k = 0 \). Define
\[
\begin{align*}
\Sigma^1 &= A_2 - B_1, & \Sigma^k &= -A_k - B_1 \quad (2 \leq k \leq r), \\
\Sigma^{r+1} &= A_1 - B_2, & \Sigma^{r+k} &= A_1 + B_k \quad (2 \leq k \leq s),
\end{align*}
\]
and also define \( w = A_1 + B_1 \). Writing \( n = r + s \), we obtain a full rank subgroup \( H = \langle \Sigma^1, \ldots, \Sigma^n \rangle \) of \( H_2(X; \mathbb{Z}) \) such that \( 2H_2(X; \mathbb{Z}) \) is contained in \( H \). We also have

\[
\Sigma^k \cdot \Sigma^k = 0, \quad w \cdot \Sigma^k = 1.
\]

Represent each \( \Sigma_k \) by a connected oriented surface of genus \( g_k \). Then iterating the argument of Lemma 6.30, we obtain the following:

\[
\mathbb{D}_{X,w} \left( \sum t_{2,k} \Sigma^k_{(2)} + \sum t_{3,k} \Sigma^k_{(3)} \right)
= e^{Q(\sum t_{2,k} \Sigma^k)/2 - Q(\sum t_{3,k} \Sigma^k)} \sum_{1 \leq k \leq n} h_{a_k, b_k} w \cdot _{a_k, b_k} \cdot \Sigma^k_{(3)}
= e^{Q(t \Gamma(2)/2 - Q(t \Lambda)} \sum_{1 \leq k \leq n} h_{a_k, b_k} w \cdot _{a_k, b_k} \cdot \Sigma^k_{(3)}
\]

where each unindexed sum runs from \( k = 1 \) to \( k = n \), and where \( h_{a_k, b_k} \in \mathbb{C} \). Here \( t_{j,k} \) are formal variables, for \( j = 2, 3 \) and \( 1 \leq k \leq n \). Now let \( \Gamma, \Lambda \in H_2(X) \) be arbitrary. We may write \( \Gamma = \sum x_k \Sigma^k \) and \( \Lambda = \sum y_k \Sigma^k \) for some complex numbers \( x_k, y_k \). Then specializing each \( t_{2,k} \) to \( x_k \) and each \( t_{3,k} \) to \( y_k \) gives the following expression:

\[
\mathbb{D}_{X,w} \left( t_{2} \Gamma(2) + t_{3} \Lambda(3) \right)
= e^{Q(t \Gamma)/2 - Q(t \Lambda)} \sum_{1 \leq k \leq n} h_{a_k, b_k} w \cdot _{a_k, b_k} \cdot \Sigma^k_{(3)}
\]

Write \( \Sigma^k_{\ast} \in H_2(X) \) for the dual basis of the \( \Sigma^k \) under the intersection pairing, so that \( \Sigma^k_{\ast} \cdot \Sigma^l = \delta_{kl} \). Note \( 2 \Sigma^k_{\ast} \in H_2(X; \mathbb{Z}) \). Define

\[
I := \{ i = (i_1, \ldots, i_n) \in \mathbb{Z}^n \mid |i_k| < g_k \},
\]

\[
K_i := 2 \sum_{k=1}^{n} i_k \Sigma^k_{\ast} \in H_2(X; \mathbb{Z}) \quad \text{for} \quad i \in I. \quad (6.37)
\]

Then we obtain (6.36) (setting \( t_2 = t_3 = 1 \)) by letting \( i, j \) range over \( I \) and setting

\[
c_{i,j}^w = h_{a_1, b_1, \ldots, a_n, b_n}
\]

where \( i, j \in I \) are uniquely determined by \( (a_1, b_1, \ldots, a_n, b_n) \), and conversely, through the relations \( i_k + j_k = a_k \) and \( i_k - j_k = b_k \) for all \( 1 \leq k \leq n \).

Note that the argument of Lemma 6.30 shows that the classes \( K_i \) obtained above do not depend on \( w \). Alternatively, without appealing to this point, one can take the union of the classes obtained for each \( w \), where one ranges over one \( w \) for each class in \( H^2(X; \mathbb{Z}/3) \), to eliminate any a priori dependency.

Next, we argue that the \( K_i \) are integral lifts of \( w_2(X) \), which amounts to showing \( K_i \cdot x \equiv x^2 \pmod{2} \) for all \( x \in H_2(X; \mathbb{Z}) \). This is an adaptation of Step 3 in the
proof of Theorem 2 from [Muñ00]. It is clear from the definition of $K_i$ in (6.37) that $\Sigma^k \cdot K_i \equiv 0 \pmod{2}$, which agrees mod 2 with $\Sigma^k \cdot \Sigma^k = 0$, and this verifies the claim on $H \subset H_2(X; \mathbb{Z})$. The general property used here in fact essentially follows from Lemma 6.30: if $\Sigma \subset X$ satisfies $\Sigma \cdot w \neq 0$ and $\Sigma \cdot \Sigma = 0$, then $\Sigma \cdot K_i$ is even for any of the $K_i$.

Now suppose $x \in H_2(X; \mathbb{Z}) \setminus H$. Then there is some $k$ for which $x \cdot \Sigma^k \neq 0$. We can find $m \in \mathbb{Z}$ such that $x' := x + m \Sigma^k$ satisfies

$$N := (x')^2 \geq 0, \quad w \cdot x' \equiv 0 \pmod{3}.$$ 

(Here the property $w \cdot \Sigma^k = 1$ is used to obtain the second condition.) Now let $\tilde{X}$ be $X$ blown up at $N$ points, and denote by $E_1, \ldots, E_N$ the associated exceptional divisors. It follows from the blowup formulas of Theorem 6.18 that if $\{K_i\}$ are the classes in (6.36) for $X$, then classes associated to $\tilde{X}$ are given by

$$K_i + \sum_{l=1}^N \varepsilon_l E_l, \quad \varepsilon_l \in \{1, -1\}. \quad (6.38)$$

Consider $y = x' - E_1 - \cdots - E_N$. This satisfies $y^2 = 0$ and $y \cdot w \equiv 0 \pmod{3}$. By the previous paragraph, we have that $y \cdot (K_i + \sum_{l=1}^N \varepsilon_l E_l)$ is even. On the other hand,

$$y \cdot (K_i + \sum_{l=1}^N \varepsilon_l E_l) \equiv x \cdot K_i + N \pmod{2}.$$ 

Since $x^2 \equiv (x')^2 = N \pmod{2}$, this proves the claim for $x$, and shows that each $K_i$ is indeed characteristic.

We next consider the analogue of Step 4 in the proof of Theorem 2 from [Muñ00]. The goal is to show, upon setting $c_{i,j} = c_{i,j}^0$, that we have the relation

$$c_{i,j}^w = \zeta^w \left( \frac{K_i - K_j}{2} \right) c_{i,j}.$$

We now suppose $w^2 > 0$, as the invariants only depend on the mod 3 reduction of $w$, and every non-zero class in $H^2(X; \mathbb{Z})$ is mod 3 congruent to one with positive square. Consider again $\tilde{X}$, the blowup of $X$ at $N := w^2$ points, with exceptional divisors $E_1, \ldots, E_N$. By the blowup formula, the classes associated to $\tilde{X}$ are as in (6.38). Write

$$\tilde{K}_i = K_i + \sum_{l=1}^N \varepsilon_l^i E_l, \quad \tilde{K}_j = K_j + \sum_{l=1}^N \varepsilon_l^j E_l$$

for two such classes. Then the blowup formula gives

$$c_{E_1}^{E_1} \tilde{K}_i \tilde{K}_j = \frac{q_1 p_2 \cdots p_N}{3N^2} c_{K_i, K_j} \quad (6.40)$$

where the numbers $p_k$ and $q_k$ are defined as follows:

$$p_k = \begin{cases} 1/2, & \varepsilon_k^j = \varepsilon_k^j \\ 1, & \varepsilon_k^j \neq \varepsilon_k^j \end{cases} \quad q_k = \begin{cases} 1/2, & \varepsilon_k^j = \varepsilon_k^j \\ \zeta^{-(\varepsilon_k^j - \varepsilon_k^j)/2}, & \varepsilon_k^j \neq \varepsilon_k^j \end{cases}$$
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Consider $x = w - E_1 - \cdots - E_N$. Note that $x^2 = 0$ and $x \cdot E_1 \neq 0 \pmod{3}$. In this situation Lemma 6.30 provides the relationship

$$c_{w-E_1-E_N}^{K_i, K_j} = \zeta^{\frac{1}{2} \sum_{i=1}^N (K_i - K_j) + \frac{1}{2} \sum_{i=2}^N (\varepsilon_i - \varepsilon_j) K_i} c_{E_1}^{K_i, K_j}.$$  \hspace{1cm} (6.41)

On the other hand, another application of the blowup formula yields

$$c_{w-E_1-E_N}^{K_i, K_j} = \frac{p_1 q_2 \cdots q_N}{3^N} c_{K_i, K_j}^w.$$  \hspace{1cm} (6.42)

Combining (6.40)–(6.42), we obtain the desired relation (6.39).

The claim that $c_{i, j} \in \mathbb{Q}[\zeta]$ follows from (6.36) and the fact that the invariants $D_{X, w}$ output rational values. These same observations also imply that $c_{i, j}$ is the complex conjugate of $c_{j, i}$. Furthermore, there is the general property

$$D_{X, -w}(z) = D_{X, w}(\tau(z)).$$  \hspace{1cm} (6.43)

where $z \in \mathbb{A}^3(X)$ and $\tau : \mathbb{A}^3(X) \to \mathbb{A}^3(X)$ is the algebra homomorphism which maps $\alpha_r$ to $(-1)^r \alpha_r$; see [DX20, 2.10]. Taking $w = 0$, relations (6.43) and (6.36) yield $c_{i, j} = c_{j, i}$. We conclude that $c_{i, j}$ is real and hence $c_{i, j} \in \mathbb{Q}[\sqrt{3}]$.

Finally we consider the adjunction inequality (6.27). The proof of Step 5 in the proof of Theorem 2 from [Muñ00] carries over nearly verbatim. An argument in [KM95] reduces the proof to the case in which $N := \Sigma \cdot \Sigma > 0$. Consider again $\tilde{X}$, the blowup of $X$ at $N$ points, and the proper transform $\tilde{\Sigma} \subset \tilde{X}$ of $\Sigma$, which represents the class $\Sigma - E_1 - \cdots - E_N$. As $\tilde{\Sigma} \cdot \tilde{\Sigma} = 0$ and $\tilde{\Sigma} : w \neq 0 \pmod{3}$ for $w = E_1$, Lemma 6.30 yields

$$2g - 2 \geq |\left(K_i + \sum \varepsilon_i E_i\right) \cdot (\Sigma - E_1 - \cdots - E_N)|$$

for all of the associated classes $K_i$ of $X$, and all $\varepsilon \in \{1, -1\}^N$. This implies the desired inequality (6.27), and completes the proof of the theorem.

7 A non-vanishing theorem for symplectic 4-manifolds

In this section, we prove Theorem 1.14 of the introduction, which we restate here:

**Theorem 7.1.** Let $X$ be a closed symplectic 4-manifold with $b^+(X) > 1$. Then the invariant $D_{X, w}^3$ is non-trivial for all $w \in H^2(X; \mathbb{Z})$.

As a consequence of Theorem 7.1, we have the following non-vanishing result for admissible bundles. In the same way that we deduce Theorem 1.3 from Corollary 5.21, the following non-vanishing result can be used to give another proof of Theorem 1.3.

**Corollary 7.2.** Let $(Y, \gamma)$ be an admissible pair such that $Y$ is irreducible. Then the instanton Floer homology group $I^3_g(Y, \gamma)$ is non-trivial.
Proof. The corollary is a consequence of Theorem 7.1 and a result about embeddings of 3-manifolds into symplectic manifolds. Since $(Y, \gamma)$ is admissible, we have $b_1(Y) > 0$. In particular, $Y$ can be embedded in a symplectic manifold $X$ as a separating submanifold such that the map $H^2(X; \mathbb{Z}) \to H^2(Y; \mathbb{Z})$ is surjective and the two components $X_1$ and $X_2$ obtained by cutting $X$ along $Y$ have $b^+ > 0$. This follows from Gabai’s theorem about the existence of taut foliations on 3-manifolds with $b_1 > 0$ [Gab83] and [KM04, Proposition 15]. The latter is obtained by combining various earlier results [Eli04, Etn04, ET98, KM04] (see also [KM07, Section 41.3]). Our control on $H^2(X; \mathbb{Z})$ implies that there is a 2-cycle $w$ on $X$ whose intersection with $Y$ is homologous to $\gamma$. Using Theorem 7.1, we know

$$D^3_{X,w}(\Gamma_{(2)} + \Lambda_{(3)})$$

is non-trivial for some $\Gamma, \Lambda \in H_2(X; \mathbb{Z})$ where $\Gamma$ and $\Lambda$ are represented by embedded surfaces whose intersection with $Y$ are respectively equal to $c$ and $l$. Now we can use the pairing formula (6.5) to see that the Fukaya–Floer homology group $\mathfrak{I}^3_{w}(Y, \gamma, L)$ with $L$ given by the homology classes of $c$ and $l$ is non-trivial. The non-vanishing of this Fukaya–Floer homology group implies that $\mathfrak{I}^3_{w,j}(Y, \gamma, L)$ is non-zero for some $j$. The spectral sequence from $I^j_{w}(Y, \gamma) \otimes \mathbb{C}^{2g_3}$ to $\mathfrak{I}^j_{w}(Y, \gamma, L)$ implies that $I^j_{w}(Y, \gamma)$ is non-zero.

Proof of Theorem 7.1. After possibly perturbing the symplectic form of $X$ and then rescaling, we can assume that the symplectic form $\omega$ of $X$ represents an integral cohomology class. Now [Don99, Theorem 2] implies that $X$ admits a (topological) Lefschetz pencil such that the fibers are symplectic subvarieties representing the Poincaré dual of $k[\omega]$ where $k$ is a large enough integer. In particular, the base locus of this Lefschetz pencil is given by a non-empty set of points $\{x_1, \ldots, x_m\}$, and by blowing up $X$ at these points, we obtain $\hat{X}$, which is a Lefschetz fibration over $S^2$ where a generic fiber $F$ (obtained as the proper transform of a fiber of the Lefschetz pencil) represents the cohomology class

$$k[\omega] - E_1 - \cdots - E_m$$

with $E_i$ the exceptional classes. Taking $k$ large enough, we may also assume that the genus of $F$ is as large as we wish and all fibers of the Lefschetz fibration are irreducible. The latter claim is [Smi01, Theorem 3.10] and the former follows from adjunction formula. (See, for example, (3.9) in [Smi01].) The 2-cycle $w$ in $X$ induces a cycle in $\hat{X}$ and if necessary we add $\pm E_1$ to this cycle to guarantee that the resulting cycle $\hat{w}$ in $\hat{X}$ satisfies $\hat{w} \cdot F \equiv 1 \mod 3$. By Theorem 6.18, if we show that $D^3_{\hat{X},\hat{w}}$ is non-trivial, then $D^3_{\hat{X},\hat{w}}$ is also non-trivial.

We decompose the base $S^2$ of the Lefschetz fibration structure on $\hat{X}$ as a union $D_- \cup A_1 \cup \cdots \cup A_t \cup D_+$ such that $D_\pm$ are discs and the $A_i$ are annuli, and the Lefschetz fibration has no critical point over the discs and exactly one critical point over each annulus. This induces a decomposition of $\hat{X}$ as follows:

$$\hat{X} = D_- \times F \cup W_1 \cup \cdots \cup W_t \cup D_+ \times F$$

where $W_i : Y_{i-1} \to Y_i$ is a cobordism that admits a Lefschetz fibration over the annulus $A_i$ with one singular fiber. In particular, $Y_i$ fibers over $S^1$ with fiber $F$. We regard $D_- \times F$
as a cobordism from the empty set to \( Y_0 = S^1 \times F \) and \( D_+ \times F \) as a cobordism from \( Y_t = S^1 \times F \) to the empty set. Without loss of generality, we can assume that the intersection of \( \tilde{w} \) and \( Y_t \) is transversal and we write \( \gamma_t \) for the induced 1-cycle on \( Y_t \). We also denote the intersection of \( \tilde{w} \) with \( D_+ \times F \) and \( Y_t \) by \( w_\pm \) and \( w_t \). Our assumption on \( \tilde{w} \cdot F \) implies that \((Y_t, \gamma_t)\) is 3-admissible. (In the special case of \( \gamma_0 \) and \( \gamma_t \), they are given by circle fibers of \( Y_0 \) and \( Y_t \).) The 3-manifolds \( Y_t \) can be regarded as a closure of the product sutured manifold. In particular, we can use Theorem 1.5 to see that \( I^3_\ast(Y_t, \gamma_t|F) = C \).

As the Floer homology of \((S^1 \times F, \gamma_1)\) is generated by relative invariants of \( D^2 \times F \), there exist polynomials \( p_\pm \in \mathbb{C}[x, y, z] \) such that

\[
D^3_{D_+ \times F, w_-}(p_-(x(2), F(2), F(3))) \in I^3_\ast(Y_0, \gamma_0|F),
\]

\[
D^3_{D_+ \times F, w_+}(p_+(x(2), F(2), F(3))) : I^3_\ast(Y_t, \gamma|F) \to \mathbb{C}
\]

are non-trivial. The gluing formula expresses the invariant

\[
D^3_{X, \tilde{w}}(p_+(p_-(x(2), F(2), F(3)))
\]

in terms of a composition of the two quantities (7.3), (7.4) and the maps

\[
I^3_\ast(W_t, w_t) : I^3_\ast(Y_{t-1}, \gamma_{t-1}|F) \to I^3_\ast(Y_t, \gamma_t|F).
\]

Thus to prove our claim, it suffices to show that (7.5) is non-zero.

The cobordism \( W_t : Y_{t-1} \to Y_t \) can be decomposed further as the composition of the following two 4-dimensional cobordisms:

\[
\mathcal{L}_t : \emptyset \to Y_{\delta_t}, \quad \mathcal{P}_t : Y_{t-1} \cup Y_{\delta_t} \to Y_t,
\]

where \( Y_{\delta_t} \) is the mapping torus of a positive Dehn twist along a non-separating simple closed curve in \( F \). Here we are using the fact that the fibers of our Lefschetz fibration are irreducible. The positive Dehn twist \( \delta_t \) is determined by the property that if \( Y_t \) is the mapping torus of the diffeomorphism \( \phi_t : F \to F \), then \( \phi_t = \delta_t \circ \phi_{t-1} \). The cycle \( w_t \) induces the cycles \( c_t \) and \( c'_t \) on \( \mathcal{L}_t \) and \( \mathcal{P}_t \). We also write \( \varepsilon_t \) for the induced cycle on \( Y_{\delta_t} \). The excision theorem of [DX20] implies that the cobordism map

\[
I^3_\ast(\mathcal{P}_t, c'_t) : I^3_\ast(Y_{t-1}, \gamma_{t-1}|F) \otimes I^3_\ast(Y_{\delta_t}, \varepsilon_t|F) \to I^3_\ast(Y_t, \gamma_t|F)
\]

is an isomorphism of 1-dimensional vector spaces. The following lemma and the non-vanishing of (7.6) implies the non-vanishing of (7.5), completing the proof.

**Lemma 7.7.** For an oriented closed surface \( F \), let \( \mathcal{L} \) be a Lefschetz fibration over the 2-dimensional disc with one irreducible singular fiber. Let \( c \) be a 2-cycle on \( \mathcal{L} \) such that \( c \cdot F \equiv 1 \mod 3 \). Then \( I^3_\ast(\mathcal{L}, c) \) has a non-trivial component in \( I^3_\ast(Y, \gamma|F) \) where \((Y, \gamma)\) is the boundary of \((\mathcal{L}, c)\).
Proof. The 4-manifold $\mathcal{L}$ can be embedded into any closed 4-manifold $X$ together with the structure of a genus $g = g(F)$ Lefschetz fibration, which has at least one irreducible singular fiber. For instance, we can take the elliptic surface $X = E(g + 1)$, which has a genus $g$ Lefschetz fibration in addition to its standard elliptic fibration. In fact, we may take a Lefschetz fibration with the singular fibers given by the monodromies

$$(\psi_1, \psi_2, \ldots, \psi_{2g-1}, \psi_{2g-1}, \ldots, \psi_2, \psi_1)^4$$

where $\psi_i$ denotes the Dehn twist along the simple closed curve $C_i$ in Figure 1. See [GS99, Chapter 8]. We still denote the fibers of this Lefschetz fibration by $F$. Then the algebraic intersection of $F$ and a fiber $f$ of the elliptic fibration of $E(g + 1)$ is equal to 2.

The 4-manifold $\mathcal{L}$ can be identified with a regular neighborhood of the singular fiber corresponding to $\psi_1$. The complement of $\mathcal{L}$ determines another Lefschetz fibration $Z$ over a disc. This manifold has the homotopy type of $F$ where we glue 2-cells to it along simple close curves corresponding to the Dehn twists involved in the Lefschetz fibration structure of $Z$. In particular, $H_1(Z)$ is trivial, and hence there is a 2-cycle $c'$ on $Z$ whose restriction to $Y$ is $\gamma$. The 2-cycles $c$ and $c'$ can be glued to each other to form a 2-cycle $\tilde{c}$ on $E(g + 1)$. We may further split $(Z, c)$ as the composition of $(Z_0, c_0)$ and $(Z_1, c_1)$ such that $Z_1$ is a regular neighborhood of regular fiber of the Lefschetz fibration of $Z$ and $Z_1$ is the complement. In particular, $Z_1$ is diffeomorphic to $D^2 \times F$ and we can assume that $c_1 = D^2 \times \{x\}$ for $x \in F$. The pair $(Z_0, c_0)$ can be regarded as a cobordism from $(Y, \gamma)$ to $(S^1 \times F, \gamma_1)$. To prove the claim, it suffices to show that there is a polynomial $Q \in \mathbb{C}[x, y]$ such that

$$\tilde{D}^3_{Z_0, c_0}(Q(F(2), F(3))) \circ I^3_*(\mathcal{L}, c)$$

is a non-zero element of $I^3_*(S^1 \times F, \gamma_1|F)$. Then functoriality implies that $I^3_*(\mathcal{L}, c)$ has a non-trivial component in $I^3_*(Y, \gamma|F)$.

The polynomial $p$ can be constructed as in [DX20, Proposition 5.7] using the calculation of $U(3)$ invariants of elliptic surfaces in [DX20]. For the pair $(E(g + 1), w)$, we have

$$D^3_{E(g+1), w}(t_2 F(2) + t_3 F(3)) = \left(\frac{2}{3} \cosh(2\sqrt{3}t_2) - \frac{2}{3} \cosh(-\frac{2\pi i}{3}w \cdot f + 2\sqrt{3}it_3)\right)^{g-1}.$$
In particular, it is a power series of the form

\[ \hat{D}^3_{E(n+1),w}(t_2F(2) + t_3F(3)) = \sum_{a,b} d_{a,b}^w e^{2\sqrt{3}a t_2 + 2\sqrt{3}b t_3} \]  

(7.9)

where \(d_{a,b}^w\) are constant coefficients, \(a + b\) has the same parity as \(g - 1\) and \(|a| + |b| \leq g - 1\). For instance, we have \(d_{g-1,0}^w = (2/3)^{g-1}\). We may use the above identities to compute \(\hat{D}_{X,w}(P(F(2), F(3)))\) for any polynomial \(P\). In fact, using the notation in (7.9) we have

\[ \hat{D}^3_{E(n+1),w}(P(F(2), F(3))) = \sum_{a,b} d_{a,b}^w P(a, b). \]  

(7.10)

Now let \(Q\) be a polynomial such that \(Q(g - 1, 0) = 1\), and \(Q(a, b) = 0\) for any other \((a, b)\) as above. Using (7.11) and the fact that \(E(n)\) with \(n \geq 2\) is \(U(3)\) simple type, we have

\[ \hat{D}^3_{E(g+1),w}(R(x(2), x(3), F(2), F(3))Q(F(2), F(3))) = \left(\frac{2}{3}\right)^{g-1} R(3, 0, g - 1, 0) \]  

(7.11)

for any polynomial \(R \in \mathbb{C}[v, w, x, y]\). We claim that this polynomial \(Q\) satisfies the required property for (7.8).

Gluing \((Z_0, c_0)\) and \((L, c)\) produces a pair \((\tilde{Z}_0, \tilde{c}_0)\) with boundary \((S^1 \times F, \gamma_1)\), and by functoriality (7.8) is equal to the following:

\[ \hat{D}^3_{\tilde{Z}_0, \tilde{c}_0}(Q(F(2), F(3))). \]  

(7.12)

Using the functoriality of instanton Floer homology again, we see that

\[ \langle \hat{D}^3_{\tilde{Z}_0, \tilde{c}_0}(Q(F(2), F(3))), \hat{D}^3_{Z_1, c_1+\ell,F}(R(x(2), x(3), F(2), F(3))) \rangle \]

\[ = \hat{D}^3_{E(g+1),\tilde{c}_1+\ell,F}(R(x(2), x(3), F(2), F(3))Q(F(2), F(3))). \]

Since instanton Floer homology of \((S^1 \times F, \gamma_1)\) is generated by elements of the form \(D^3_{Z_1, c_1+\ell,F}(R(x(2), x(3), F(2), F(3)))\), we may combine the above pairing formula and (7.11) to see that (7.12) is non-zero and belongs to the eigenspace \(I^3_a(S^1 \times F, \gamma_1|F)\). \(\square\)

8 \(U(N)\) framed instanton homology

In this section we study the \(U(N)\) framed instanton homology for 3-manifolds. These groups were essentially introduced by Kronheimer and Mrowka [KM11b], and have been extensively studied in the \(N = 2\) case, see for example [KM11a, Sca15, BS23]. After establishing some basic properties of \(U(N)\) framed instanton homology, we compute its Euler characteristic and state a connected sum theorem. In the final subsection we discuss a decomposition result for cobordism maps in the \(N = 3\) case, which follows from an adaptation of the \(U(3)\) Structure Theorem in this setting.
8.1 Definition

Let \( Y \) be a closed, oriented, connected 3-manifold. Delete a small embedded open 3-ball from \( Y \) to obtain \( M \), which has a 2-sphere boundary. Let \( \alpha \) be any simple closed curve on the boundary of \( M \). Define the \( U(3) \) framed instanton homology of \( Y \) as follows:

\[
I^{\#3}_*(Y) = SHI^3_*(M, \alpha).
\]

More concretely, the \( U(3) \) framed instanton homology is given as

\[
I^{\#3}_*(Y) = I^3_*(Y \# T^3, \gamma | R)
\]

where \( \gamma \) is the 1-cycle \( S^1 \times \{x\} \) in \( T^3 = S^1 \times T^2 \) and \( R = \{y\} \times T^2 \), where \( x \in T^2 \) and \( y \in S^1 \). As \( \mu_2(R) = \mu_3(R) = \beta_3 = 0 \) on the group \( I^3_*(Y \# T^3) \), it follows that \( I^{\#3}_*(Y) \) is defined as the \( (3) \)-eigenspace of \( \beta_2 \) acting on \( I^3_*(Y \# T^3) \). Note that we have already encountered these groups at the end of Section 5.

More generally, we define the \( U(N) \) framed instanton homology for \( N \geq 2 \) as

\[
I^{\#N}_*(Y) = I^N_*(Y \# T^3, \gamma | R)
\]

(8.1)

where the notation on the right-side denotes the \( (N) \)-eigenspace of the operator \( \beta_2 \) acting on \( I^N_*(Y \# T^3, \gamma) \). This construction is due to Kronheimer and Mrowka, see [KM11b, §4.1]. The \( N = 2 \) version has been studied in various settings (see e.g. [Sca15]), often motivated by Kronheimer and Mrowka’s conjecture [KM10b, §7.9] that \( I^{\#2}(Y) \) is isomorphic to Ozsváth and Szabó’s Heegaard Floer group \( HF(Y) \) with complex coefficients.

Remark 8.2. Note that definition (8.1) allows one to use any coefficient ring when defining \( U(N) \) framed instanton homology. In what follows, we will continue to assume that complex coefficients are used.

As \( I^N_*(Y \# T^3, \gamma) \) is relatively \( \mathbb{Z}/4N \)-graded and \( \beta_2 \) has degree 4, the group (8.1) inherits a relative \( \mathbb{Z}/4 \)-grading. This can be lifted to an absolute \( \mathbb{Z}/4 \)-grading, just as in the \( N = 2 \) case; the discussion in [Sca15, §7.3] adapts in a straightforward manner.

For our purposes, we only need to specify an absolute \( \mathbb{Z}/2 \)-grading on \( I^{\#N}_*(Y) \). To do this, it suffices to define an absolute \( \mathbb{Z}/2 \)-grading on \( I^N_*(Y, \omega) \) for any \( N \)-admissible pair \( (Y, \omega) \). For a critical point \( \rho \) which is a generator of the complex defining \( I^N_*(Y, \omega) \), set

\[
gr(\rho) = \text{ind}(A) + (N^2 - 1)(b_1(X) - b^+(X) + b_1(Y) - 1) \quad (\text{mod } 2)
\]

(8.3)

where \( \text{ind}(A) \) is the index of \( D_A \), the (perturbed) ASD operator associated to a \( PU(N) \)-connection \( A \) over a 4-manifold \( X \) with cylindrical end \( Y \times [0, \infty) \), with \( A \) restricting to the pullback of \( \rho \) over \( Y \times [0, \infty) \). This is well-defined by an argument analogous to the one given in [Don02, §5.6], using the index formulas found in [Kro05], for example.

Note from the construction of framed instanton homology that

\[
\text{dim } I^{\#N}_*(Y) = \frac{1}{N} \text{dim } I^N_*(Y \# T^3, \gamma).
\]
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Consider $Y = S^3$. As $I^N_s(T^3, \gamma)$ is of dimension $N$, generated by $N$ non-degenerate flat connections (see [Kro05, KM11b]), the dimension of $I^N_{#,s}(S^3)$ is 1.

Note that the $(3)$-eigenspace of $\beta_2$ acting on $I_s(Y # T^3)$ agrees with the $(1)$-eigenspace of the operator $\varepsilon$. The action of $\varepsilon$ can also be viewed as the action of a certain $PU(N)$-gauge transformation supported on the $T^3$-factor. From this viewpoint, which will be adapted below, $I^N_{#,s}(Y)$ is the Morse homology of a (perturbed) Chern–Simons functional on a configuration space of $PU(N)$-connections which is quotiented by a slightly larger gauge group, and its critical set (in the unpertubed case) is homeomorphic to

$$R^N(Y) := \text{Hom}(\pi_1(Y), SU(N)),$$

the $SU(N)$ representation space of $\pi_1(Y)$. Note that the quotient of $R^N(Y)$ by the action of conjugation, denoted $\mathcal{X}^N(Y)$, is the $SU(N)$ character variety of $Y$.

### 8.2 Euler characteristic

In [Sca15] it was shown that $I^N_{#,s}(Y)$ has Euler characteristic equal to $|H_1(Y; \mathbb{Z})|$ if $b_1(Y) = 0$, and is otherwise zero. This fact generalizes as follows.

**Theorem 8.4.** For any $N \geq 2$ and any closed, oriented, connected 3-manifold $Y$:

$$
\chi(I^N_{#,s}(Y)) = \begin{cases} |H_1(Y; \mathbb{Z})|^{N-1}, & b_1(Y) = 0 \\ 0, & b_1(Y) > 0 \end{cases} \quad (8.5)
$$

**Proof.** We first explain the proof under the assumption that $b_1(Y) = 0$, $\mathcal{X}^N(Y)$ is a finite set of non-degenerate points. In particular, $R^N(Y)$ is Morse–Bott nondegenerate for the Chern–Simons functional on $(Y # T^3, \gamma)$. In particular, we have a homeomorphism of spaces

$$R^N(Y) \cong \bigsqcup_{[\rho] \in \mathcal{X}^N(Y)} SU(N)/\Gamma_\rho \quad (8.6)$$

where $\Gamma_\rho \subset SU(N)$ denotes the stabilizer of $\rho$ under the conjugation action. The stabilizer $\Gamma_\rho$ is isomorphic to a group of the form

$$SU(n_1) \times U(n_2) \times \cdots \times U(n_k)$$

where $\sum n_i \leq N$. Let us say that $\rho$ is abelian if $\sum n_i = N$. This terminology is justified by the fact that $\rho$ is abelian if and only if it factors through the abelianization $\bar{H}_1(Y; \mathbb{Z})$; an equivalent condition is that the stabilizer $\Gamma_\rho$ has the same rank as $SU(N)$. (Recall that the rank of a compact Lie group is the dimension of a maximal torus.)

A abelian $SU(N)$ representation $\rho$ may be constructed by taking $N - 1$ homomorphisms $\rho_i : H_1(Y; \mathbb{Z}) \to U(1)$ for $i = 1, \ldots, N - 1$ and composing

$$\rho_1 \oplus \cdots \oplus \rho_{N-1} \oplus (\rho_1 \cdots \rho_{N-1})^{-1} : H_1(Y; \mathbb{Z}) \to SU(N)$$
with the natural surjection $\pi_1(Y) \to H_1(Y; \mathbb{Z})$. This constructs $|H_1(Y; \mathbb{Z})|^{N-1}$ abelian representations, call these standard. Every abelian representation is conjugate to a standard one, but some standard abelian representations are equivalent by conjugation. Conjugation induces an action of the Weyl group of $SU(N)$, the symmetric group $S_N$, on the set of standard abelian representations. The orbit-stabilizer formula for this $S_N$-action yields

$$|H_1(Y; \mathbb{Z})|^{N-1} = \sum_{[\rho] \in \mathfrak{N}^N(Y)} |W_{SU(N)}|/|W_{\rho}|$$

(8.7)

where $\mathfrak{N}^N(Y) \subset \mathfrak{X}^N(Y)$ is the subset of abelian classes. The notation $W_G$ denotes the Weyl group of $G$. In writing this formula we have identified the stabilizer of $\rho$ under the $S_N = W_{SU(N)}$ action with the Weyl group of $\Gamma_\rho$. A result of Hopf and Samelson [HS41] says that a connected homogeneous space $G/H$, where $G$ is a compact Lie group and $H$ is a closed subgroup, has Euler characteristic

$$\chi(G/H) = \begin{cases} |W_G|/|W_H|, & \text{rank}(G) = \text{rank}(H) \\ 0, & \text{rank}(G) > \text{rank}(H) \end{cases}$$

(8.8)

Combining (8.8), (8.6), (8.7), and the earlier observation that $\rho$ is abelian if and only if the rank of $\Gamma_\rho$ is that of $SU(N)$, we obtain

$$\chi(R^N(Y)) = |H_1(Y; \mathbb{Z})|^{N-1}.$$

A small perturbation used in defining $I^{\#, N}_*(Y\#T^3, \gamma)$ can be chosen so that the orbit of $\rho$ appearing in (8.6) is replaced by the set of critical points $\{\alpha_i\}$ of a Morse function on $SU(N)/\Gamma_\rho$. The mod 2 grading of $\alpha_i$ is given by its Morse index plus the mod 2 grading of $\rho$ as defined by equation (8.3). Thus the relation

$$\chi(I^{\#, N}_*(Y)) = \chi(R^N(Y)) = |H_1(Y; \mathbb{Z})|^{N-1}$$

(8.9)

will hold in the case at hand once it is shown that the mod 2 grading of each abelian critical point is even. In what follows, we represent $\rho \in R^N(Y)$ by a connection $\alpha\#\beta$ on $Y\#T^3$, where $\alpha$ is a flat $SU(N)$ connection on $Y$ and $\beta$ is one of the $N$ flat non-degenerate $PU(N)$ connections on $T^3$ compatible with the bundle data $\gamma$.

Let $X$ be a 4-manifold with boundary $Y$. Denote by $W$ the cobordism from $Y$ to $Y\#T^3$ which is topologically the boundary sum of $Y \times I$ with $D^2 \times T^2$. Write $X'$ for the union of $X$ and $W$ along $Y$. Let $A_X$ be a $PU(N)$ connection on $X$ with a cylindrical end attached, restricting to the pullback of $\alpha$ over the end, and $\text{ind}^- (A_X)$ the index of the associated ASD operator with exponential decay (see for example [Don02, §3.3.1]). Let $A_W$ be a $PU(N)$ connection on $W$ with cylindrical ends attached, equal to the pullback of $\alpha$ on the incoming end and that of $\alpha\#\beta$ on the outgoing end. Then by index additivity we have

$$\text{gr}(\alpha\#\beta) = \text{ind}(A) + (N^2 - 1)(b_1(X') - b^+(X')) + b_1(Y\#T^3) - 1$$

(8.10)

$$\equiv \text{ind}^- (A_X) + \text{ind}^{+-}(A_W) + (N^2 - 1)(b_1(X) - b^+(X)) \pmod{2}$$
Here \( \text{ind}^{+-}(A_W) \) is the index of the ASD operator associated to \( A_W \) with exponential growth at the incoming end and exponential decay at the outgoing end; see [DX20, §2.2] for this setup. By the Atiyah–Patodi–Singer theorem [APS75a] (see also [DX20, Eq. 2.16]),

\[
\text{ind}^{+-}(A_W) = 4N\kappa(A_W) - \frac{N^2 - 1}{2}(\chi(W) + \sigma(W)) + \frac{1}{2}(h^0(\alpha) + h^1(\alpha) - h^0(\alpha\#\beta) - h^1(\alpha\#\beta) - \rho_{\text{ad}}(Y) + \rho_{\text{ad}(\alpha\#\beta)}(Y\#T^3)).
\]

Here \( h^i(\alpha) \) is the dimension of \( H^i(Y; \text{ad}\alpha) \), and so forth. By our current assumptions, we have \( h^0(\alpha\#\beta) = h^1(\alpha) = 0 \) and \( h^0(\alpha) = \dim\Gamma_\rho \), while \( h^1(\alpha\#\beta) = \dim SU(N)/\Gamma_\rho \).

We also choose \( A_W \) to be a flat connection, obtained by gluing a flat connection extending \( \beta \) over \( D^2 \times T^2 \) to the product flat connection induced by \( \alpha \) on \( Y \times I \) and extending by translation to cylindrical ends. (That \( \beta \) extends to a flat connection over \( D^2 \times T^2 \) is easily verified by the description in [KM11b, §4.1].) By \( \kappa(A_W) = 0 \), \( \chi(W) = -1 \), \( \sigma(W) = 0 \):

\[
\text{ind}^{+-}(A_W) = \dim\Gamma_\rho - \frac{1}{2}(\rho_{\text{ad}}(Y) - \rho_{\text{ad}(\alpha\#\beta)}(Y\#T^3)).
\]

On the other hand, by Atiyah–Patodi–Singer’s result [APS75b, Thm. 2.4], we have

\[
\rho_{\text{ad}}(Y) - \rho_{\text{ad}(\alpha\#\beta)}(Y\#T^3) = (N^2 - 1)\sigma(W) - \sigma_{\text{ad}A_W}(W) \tag{8.11}
\]

Here we use that the adjoint bundle has rank \( N^2 - 1 \), see (8.13). A computation using the Mayer–Vietoris sequence with local coefficients shows \( H^2(W; \text{ad}A_W) = 0 \) and hence the right side of (8.11) vanishes. Thus \( \text{ind}^{+-}(A_W) = \dim\Gamma_\rho \). Plugging into (8.10) yields

\[
\text{gr}(\alpha\#\beta) \equiv \text{ind}^{-}(A_X) + \dim\Gamma_\rho + (N^2 - 1)(b_1(X) - b^+(X)) \pmod{2} \tag{8.12}
\]

Now suppose \( \rho \) is abelian. Then \( \alpha \) is compatible with a splitting \( L_1 \oplus \cdots \oplus L_N \) where each \( L_i \) is a complex line bundle. The associated adjoint bundle is isomorphic to

\[
\bigoplus_{i<j} L_i \otimes L_j^{-1} \oplus \mathbb{R}^{N-1} \tag{8.13}
\]

We may choose \( X \) such that \( H^2(X; \mathbb{Z}) \to H^2(Y; \mathbb{Z}) \) is a surjection; then we may choose line bundles \( \tilde{L}_i \) over \( X \) which extend the \( L_i \). Further, choose \( A_X \) so that \( \text{ad}A_X \) splits as \( \bigoplus_{i<j} A_{ij} \oplus \Theta \) where \( \Theta \) is a trivial connection on \( \mathbb{R}^{N-1} \) and \( A_{ij} \) is a \( U(1) \) connection on \( \tilde{L}_i \otimes \tilde{L}_j^{-1} \). With these choices, we compute

\[
\text{ind}^{-}(A_X) \equiv -(N^2 - 1)(1 - b_1(X) + b^+(X)) \pmod{2} \tag{8.14}
\]

Indeed, the index of \( A_X \) splits into a sum; the indices associated to the \( A_{ij} \) are even, because the relevant operators are complex linear, and the index associated to \( \Theta \) is \( (N^2 - 1) \) times the index of the standard ASD operator on \( X \). We then obtain from (8.12):

\[
\text{gr}(\alpha\#\beta) \equiv \dim\Gamma_\rho - (N^2 - 1) \equiv 0 \pmod{2}
\]
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Here we have used that \( \dim \Gamma_p = \sum n_i^2 - 1 \) for some non-negative integers \( n_i \) which satisfy \( \sum n_i = N \). This completes the proof of claim (8.9) under the given assumptions.

In the general case for \( b_1(Y) = 0 \), a holonomy perturbation must be used. When \( N = 2 \), it is explained in [Eis23, Theorem 3.6] that there are small holonomy perturbations for \( Y \) such that the critical set of the Chern–Simons functional is discrete and non-degenerate, and the corresponding orbits on the framed configuration space are Morse–Bott non-degenerate. In our case, we use such a perturbation on \( Y \# T^3 \) which is supported on \( Y \). For the above argument to adapt, it is important that for a small enough such perturbation, the number of abelian critical points and their stabilizer-types remain the same; this is true because these reducibles are cut out transversely within the subspace of the configuration space consisting of abelian connections.

When \( b_1(Y) > 0 \), the abelian representations in \( R^N(Y) \) form a disjoint union of tori, each of dimension \( b_1(Y) \). In the simplified version of the above argument, these tori now contribute zero to the Euler characteristic. Adapting the above argument, with similar remarks regarding perturbations, gives \( \chi(I^\#_N(Y)) = 0 \) in this case.

Remark 8.15. The absolute \( \mathbb{Z}/2 \)-grading used here agrees with that of [CDX17, Proposition 6.20]. In that reference, the \( \mathbb{Z}/2 \)-grading is determined by the conditions that (i) for any cobordism \( (W, c): (Y, \omega) \to (Y', \omega') \) between \( N \)-admissible pairs, the degree of the corresponding cobordism map is the parity of

\[
\frac{N^2 - 1}{2} (\chi(W) + \sigma(W) + b_0(Y') - b_0(Y) + b_1(Y') - b_1(Y));
\]

and (ii) the generator of \( I^N_\emptyset(\emptyset) \), which is by convention 1-dimensional, is supported in even degree. Condition (i) follows from the definition (8.3) along the same lines as [Sca15, Prop. 7.1]. Furthermore, the normalization condition (ii) is equivalent, assuming (i), to the condition that \( I^\#_N(S^3) \) is supported in even degree.

The framed instanton homology can also be defined for any 3-manifold \( Y \) with a 1-cycle \( \omega \subset Y \). In this case the \( U(N) \) framed instanton homology is denoted

\[ I^\#_N(Y, \omega) \quad (8.16) \]

and is defined as the \( (N) \)-eigenspace of the operator \( \beta_2 \) acting on \( I^\#_*(Y \# T^3, \omega \cup \gamma) \). The isomorphism type of this group only depends on \( Y \) and \( [\omega] \in H_1(Y; \mathbb{Z}/N) \), and sometimes we conflate \( \omega \) with its homology class, or its Poincaré dual. The argument of Theorem 8.4 can be adapted to show that the Euler characteristic of (8.16) is also given by the right side of (8.5), and is in particular independent of \( \omega \).

Remark 8.17. Theorem 8.4 (and its extension to (8.16) mentioned above) is compatible with the surgery exact \( (N + 1) \)-gons of [CDX17], which were proven for \( N \leq 4 \). In particular, it satisfies the Euler characteristic relation [CDX17, Cor. 1.9], giving evidence for the existence of surgery exact \( (N + 1) \)-gons for \( N > 4 \).
It follows from a result of Borel [Bor53] that if $G$ is a compact connected Lie group and $H$ is a closed connected subgroup with rank equal to that of $G$, then the cohomology of $G/H$ with complex coefficients is supported in even degrees. In particular, in the case that $b_1(Y) = 0$, if $R^N(Y)$ consists entirely of abelian representations and is Morse–Bott non-degenerate for the Chern–Simons functional, then
\[
\dim I^\#(Y) = |H_1(Y; \mathbb{Z})|^N.
\] (8.18)

This occurs in the case that $Y$ is a lens space. The condition (8.18), that the dimension of the $U(N)$ framed instanton homology is equal to its Euler characteristic, is a natural generalization of the $U(2)$ instanton $L$-space condition [BS23]. A natural question is whether the class of 3-manifolds defined by the condition (8.18) depends on $N$. In the case that $Y$ is an $U(2)$ instanton $L$-space and also satisfies (8.18) for some $N \geq 2$, we have
\[
I^\#(Y) \cong I^\#(Y) \otimes (N-1).
\] (8.19)

Thus we are led to ask: is there an example of a 3-manifold $Y$ for which (8.19) does not hold for some $N > 2$?

**Remark 8.20.** In the above discussion, one may also include the case $N = 1$. The $U(1)$ framed instanton homology of $Y$ is a special case of the plane Floer homology of the first author [Dae], and is isomorphic to the homology of the Jacobian torus of $Y$.

### 8.3 A product formula for connected sums

The $U(N)$ framed instanton homology behaves in a simple way with respect to connected sums. The following generalizes a known result in the $N = 2$ case.

**Theorem 8.21.** Let $(Y, \omega)$ and $(Y', \omega')$ be connected 3-manifolds with 1-cycles. Then
\[
I^\#(Y \# Y', \omega \cup \omega') \cong I^\#(Y, \omega) \otimes I^\#(Y', \omega')
\] (8.22)

The proof of this result is analogous to the proof in the $N = 2$ case, which is a slight variation of the argument given in [KM11a, Cor. 5.9]. The main device used is genus 1 excision, which holds for all $N$, just as in the $N = 2$ case, by the simple description of the Floer homology of $(T^3, \gamma)$ as given in [Kro05, KM11b]. With genus 1 excision, the key observation in proving (8.22) is that one may cut open $Y \# T^3$ and $Y' \# T^3$ along the copies of 2-tori labelled $R$ in each 3-torus, and reglue the resulting boundary components so as to form a connected 3-manifold diffeomorphic to $Y \# T^3$. From the proof it is also easy to see that, just as in the $N = 2$ case, the isomorphism (8.22) preserves $\mathbb{Z}/2$-gradings, and is natural with respect to “split” cobordisms.

### 8.4 A decomposition result for cobordism maps

Despite the various properties of $U(N)$ framed instanton homology discussed above, for $N > 2$ very few computations of these groups are currently known. In the $N = 2$ case,
many computations have been aided by the use of Floer’s exact triangle [Flo95, Sca15]. The
surgery exact \((N + 1)\)-gons of [CDX17], proved in the cases \(N \leq 4\), provide a generalization
that may be useful for computations in the higher rank cases. Another tool that has been
very useful in the \(N = 2\) case, as is illustrated in the work of Baldwin and Sivek [BS23],
is a decomposition result for cobordism maps. In this subsection we explain how to obtain
an analogous decomposition result in the \(N = 3\) case. This is essentially an adaptation of
Theorem 6.26 to the setting of cobordism maps in \(U(3)\) framed instanton homology.

Let \((X, w) : (Y, \omega) \to (Y', \omega')\) be a cobordism of pairs, where \(w\) is a 2-cycle restricting
to \(\omega\) and \(\omega'\) at the boundary components. Here and below we suppose \(X, Y\) and \(Y'\) are
connected. There is an associated cobordism map of framed instanton homology groups

\[
I_{\#}^N(X, w) : I_{\#}^N(Y, \omega) \to I_{\#}^N(Y', \omega')
\]

obtained by choosing a path \(c\) embedded in \(X\backslash w\) and splicing \(I \times T^3\) onto \(X\) along this
path, to obtain a cobordism \(X\#\) from \(Y\#T^3\) to \(Y'\#T^3\); see [Sca15, §7.1]. The choice of
path \(c\) is suppressed from the notation.

In the case \(N = 3\), following the decomposition (5.8) we may write

\[
I_{\#}^3(Y, \omega) = \bigoplus_s I_{\#}^3(Y, \omega; s)
\]

(8.23)

where the direct sum is over homomorphisms \(s : H_2(Y; \mathbb{Z}) \to \Gamma \subset \mathbb{Z} \oplus \mathbb{Z}\), with \(\Gamma\) being
the sublattice of pairs \((a, b)\) with \(a\) and \(b\) of the same parity.

In what follows, we write \(s = (s_2, s_3)\) for any such homomorphism, where \(s_2\) and \(s_3\) are
the projections to the two \(\mathbb{Z}\) factors. Further, if \(s : H_2(X; \mathbb{Z}) \to \mathbb{Z} \oplus \mathbb{Z}\) is a homomorphism
where \(X\) is manifold with a submanifold \(Y \subset X\), we write \(s|_Y\) for the composition of \(s\)
with the inclusion-induced homomorphism \(H_2(Y; \mathbb{Z}) \to H_2(X; \mathbb{Z})\).

The decomposition result for cobordism maps in this setting is as follows.

**Theorem 8.24.** Let \((X, w) : (Y, \omega) \to (Y', \omega')\) be a cobordism of pairs with \(b_1(X) = 0\)
and \(b^+(X) > 0\). Then there is a natural decomposition of the cobordism map

\[
I_{\#}^3(X, w) = \sum_s I_{\#}^3(X, w; s),
\]

\[
I_{\#}^3(X, w; s) : I_{\#}^3(Y, \omega; s|_Y) \to I_{\#}^3(Y', \omega'; s|_{Y'})
\]

where the sum is over homomorphisms \(s : H_2(X; \mathbb{Z}) \to \mathbb{Z} \oplus \mathbb{Z}\). These maps satisfy:

(i) \(I_{\#}^3(X, w; s) = 0\) for all but finitely many \(s\).

(ii) If \(I_{\#}^3(X, w; s) \neq 0\), then \(s_2(x) + s_3(x) + x \cdot x \equiv 0 \pmod{2}\) for all \(x \in H_2(X; \mathbb{Z})\),
and for any smoothly embedded, connected, orientable surface \(\Sigma \subset X\) with non-negative self-intersection and having \([\Sigma]\) non-torsion we have

\[
|s_2([\Sigma])| + s_3([\Sigma]) + [\Sigma] \cdot [\Sigma] \leq 2g(\Sigma) - 2.
\]
(iii) If \((X, w)\) is a composition of two cobordisms \((X'', w'') : (Y, \omega) \to (Y'', \omega'')\) and \((X', w') : (Y'', \omega'') \to (Y', \omega')\) each with \(b_1 = 0\) and \(b^+ > 0\), then
\[
I^{\#, 3}(X', w'; s') \circ I^{\#, 3}(X'', w''; s'') = \sum I^{\#, 3}(X, w; s)
\]
where the sum is over \(s : H_2(X; \mathbb{Z}) \to \mathbb{Z} \oplus \mathbb{Z}\) such that \(s|_{X'} = s'\) and \(s|_{X''} = s''\).

(iv) Let \(\hat{X} = X^{\#_{\mathbb{P}^2}}\) denote the blowup of \(X\), with \(e\) the exceptional sphere and \(E\) its Poincaré dual. Let \(\zeta = e^{2\pi i/3}\). Then for all \(s : H_2(X; \mathbb{Z}) \to \mathbb{Z}\) and \(l, k \in \mathbb{Z}\):
\[
I^{\#, 3}(\hat{X}, w; s + lE_2 + kE_3) = \begin{cases} 
\frac{1}{2} I^{\#, 3}(\hat{X}, w; s), & l = \pm 1, k = 0 \\
\frac{1}{3} I^{\#, 3}(\hat{X}, w; s), & l = 0, k = \pm 1 \\
0, & \text{otherwise}
\end{cases}
\]
\[
I^{\#, 3}(\hat{X}, w + e; s + lE_2 + kE_3) = \begin{cases} 
\frac{1}{6} I^{\#, 3}(\hat{X}, w; s), & l = \pm 1, k = 0 \\
\frac{1}{3} \zeta^k I^{\#, 3}(\hat{X}, w; s), & l = 0, k = \pm 1 \\
0, & \text{otherwise}
\end{cases}
\]

Here \(E_2\) (resp. \(E_3\)) is the homomorphism \(H_2(\hat{X}; \mathbb{Z}) \to \mathbb{Z}\) which is pairing with \(E\) composed with the inclusion of \(\mathbb{Z}\) into the first factor (resp. second factor) of \(\mathbb{Z} \oplus \mathbb{Z}\).

(v) \(I^{\#, 3}(X, w + a; s) = \zeta^{s_3(a)} I^{\#, 3}(X, w; s)\) for any \(a \in H_2(X; \mathbb{Z})\).

This result should be compared to a similar decomposition result in the case of \(U(2)\) framed instanton homology, given as Theorem 1.16 in [BS23]. The proof of Theorem 8.24 is largely a consequence of a straightforward adaptation of Theorem 6.26 to the case of cobordisms. This adaptation is carried out in the \(U(2)\) case in [BS23]. We only mention some essential points. First, one defines a formal power series in \(\Gamma, \Lambda \in H_2(X; \mathbb{R})\) by
\[
\mathbb{D}_{X,w}^\#(\Gamma_2) + \Lambda(3)) = I^{\#, 3}(X, w, (1 + \frac{1}{3} x(2) + \frac{1}{9} x(2)^2) e^{\Gamma(2) + \Lambda(3)}) \tag{8.25}
\]
where the notation \(I^{\#, 3}(X, w, z)\) for \(z \in \Lambda^3(X)\) is the cobordism map defined by cutting down via the divisor associated to \(z\). The coefficients of this power series in \(\Gamma, \Lambda\) are linear maps from \(I^{\#, 3}(Y, \omega)\) to \(I^{\#, 3}(Y', \omega')\). The proof of Theorem 6.26 adapts to show that
\[
\mathbb{D}_{X,w}^\#(\Gamma_2) + \Lambda(3)) = e^{-\frac{Q(\Gamma)}{2} - Q(\Lambda)} \sum c_{i,j} \zeta^{w(\frac{K_i - K_j}{2})} e^{\frac{x(2)}{2}(K_i + K_j)\cdot \Gamma + \frac{x(2)}{2}(K_i - K_j)\cdot \Lambda} \tag{8.26}
\]
The new feature here is that the \(c_{i,j}\) are no longer constants, but are instead linear maps \(I^{\#, 3}(Y, \omega) \to I^{\#, 3}(Y', \omega')\). Furthermore, \(c_{i,j}\) has coefficients in \(\mathbb{Q}[\sqrt{3}]\) with respect to rational bases of the framed instanton groups. Here we view \(K_i : H_2(X; \mathbb{Z}) \to \mathbb{Z}\); these are characteristic, just as before, and the adjunction inequality is also as stated in (6.27).

The presence of \(T^3\) with its non-trivial bundle in the formation of \(X^\#\), and the assumption \(b_1(X) = 0\), guarantee that \(X^\#\) has the corresponding \(U(3)\) simple type condition for
all choices of \( w \subset X \) (with bundle data over the \( I \times T^3 \) part in \( X^\# \) fixed). By the definition of framed instanton homology, \( \beta_2 = \mu_2(x) \) acts as 3, and so the right side of (8.25) is

\[ 3I^{\#3}(X, w, e^{g_2} + \Lambda_{(3)}). \]

Now for a homomorphism \( s = (s_2, s_3) : H_2(X; \mathbb{Z}) \rightarrow \mathbb{Z} \oplus \mathbb{Z} \) we define

\[ I^{\#3}(X, w; s) = \begin{cases} 
\frac{1}{3} \zeta^w \left( \frac{K_i - K_j}{2} \right)_{c_{i},j} & \text{if } s_2 = \frac{1}{2}(K_i + K_j), \ s_3 = \frac{1}{2}(K_i - K_j) \\
0 & \text{otherwise}
\end{cases} \]

The properties listed in Theorem 8.24 are then proved in much the same way as in the \( U(2) \) case, using the formula (8.26) and its properties related to the structure theorem; see [BS23] for details. Note that property (iv) follows from a straightforward adaptation of Theorem 6.18, the \( N = 3 \) blowup formula, to the invariants (8.25).

Remark 8.27. In the \( U(2) \) decomposition result of [BS23], the assumption \( b^+(X) > 0 \) is removed using a trick that involves the trace cobordism of 1-surgery on the (2, 5) torus knot. We expect that the assumption \( b^+(X) > 0 \) can also be removed from Theorem 8.24.

9 \( N = 3 \) knot homology and the Alexander polynomial

In this final section, we describe a conjectural relationship between the \( U(3) \) instanton knot homology group \( KHI^3_{\#}(Y, K) \) introduced in Section 5 and the Alexander polynomial. Throughout this section, \( K \) is a knot in an integer homology 3-sphere \( Y \).

There is a \( \mathbb{Z}/2 \)-grading on \( KHI^3_{\#}(Y, K) \) defined analogously as in the \( U(2) \) case. More generally, there is a relative \( \mathbb{Z}/2 \)-grading on the \( U(3) \) sutured instanton homology of any balanced sutured 3-manifold. This is because of the following: \( U(3) \) instanton homology of an admissible bundle has a relative \( \mathbb{Z}/2 \)-grading; the operators from which the simultaneous eigenspaces are defined all have even degree; and the excision maps used in the proof of invariance are also homogeneously \( \mathbb{Z}/2 \)-graded. To define an absolute \( \mathbb{Z}/2 \)-grading on \( KHI^3_{\#}(Y, K) \), one can use (8.3) for a particular closure of the knot complement. However, the specific choice of convention will not concern us for what follows.

Using the \( \mathbb{Z}/2 \)-grading on \( KHI^3_{\#}(Y, K) \) and the decomposition

\[ KHI^3_{\#}(Y, K) = \bigoplus_{(a,b) \in \mathcal{C}_{g+1}} KHI^3_{\#}(Y, K; a, b), \]

from Section 5 (where \( g \) is the Seifert genus of \( K \)), which is compatible with the \( \mathbb{Z}/2 \)-grading, we define a Laurent polynomial in two-variables \( t_2 \) and \( t_3 \) as follows:

\[ \Delta_{(Y,K)}(t_2, t_3) := \sum_{(a,b) \in \mathcal{C}_{g+1}} \chi(KHI^3_{\#}(Y, K; a, b))t_2^{a}t_3^{b} \]

The authors expect that this polynomial is determined by the symmetrized Alexander polynomial \( \Delta_{(Y,K)}(t) \) through the following formula:

\[ \Delta_{(Y,K)}(t_2, t_3) = \pm \Delta_{(Y,K)}(t_2t_3)\Delta_{(Y,K)}(t_2t_3^{-1}). \]
We present an argument for this relation that is based on some hypotheses which will be 
made clear momentarily. Let \( Z = Z(K) \) be the closed 3-manifold which is the following 
closure of the sutured manifold associated to the knot:

\[
Z = Y \setminus N(K) \cup S^1 \times (F_{1,1} \setminus D^2)
\]

Let \( c, c' \) be two closed simple curves in the interior of \( F_{1,1} \) which generate \( H_1(F_{1,1}; \mathbb{Z}) \). Then there are tori \( \Sigma_1 = S^1 \times c, \Sigma_2 = S^1 \times c' \) in \( Z \), and a surface \( \Sigma_0 \subset Z \) formed by 
gluing a Seifert surface for \( K \) to \( \{pt\} \times \partial F_{1,1} \). (The surface \( \Sigma_0 \) is denoted by \( \mathcal{S} \) at the end of 
Section 5.) Recall from (5.23) that we have:

\[
KHI^3_*(Y, K) = \tilde{I}^3_*(Z, c'|T).
\] (9.3)

Consider the 4-manifold \( X = S^1 \times Z \). We have tori \( \Sigma_3 = S^1 \times c, \Sigma_4 = S^1 \times c', \Sigma_5 = S^1 \times \mu \) (in each case the \( S^1 \) is 
external to \( Z \)), where \( \mu \) is a meridian for \( K \). Then

\[
H_2(X; \mathbb{Z}) = \bigoplus_{i=0}^5 \mathbb{Z} \cdot [\Sigma_i]
\]

Furthermore, \( \Sigma_i \cdot \Sigma_i = 0 \) for all \( i \). Note the signature of \( X \) is zero. The 4-manifold \( X \) is \( U(2) \) strong simple type in the sense of Muñoz [Muñ00]; this means that

\[
D^2_{X,w}(x^2 z) = 4D^2_{X,w}(z), \quad D^2_{X,w}(\delta z) = 0
\] (9.4)

for all \( z \in \mathbb{A}^2(X) = \text{Sym}^*(H_0(X) \otimes H_2(X)) \otimes \Lambda^* H_1(X) \), \( \delta \in H_1(X) \), and \( w \in H^2(X; \mathbb{Z}) \), 
where \( x \) is a point class. To see that \( X \) is \( U(2) \) strong simple type, one first shows that 
\( (X, w) \) is \( U(2) \) strong simple type for a certain \( w \in H^2(X; \mathbb{Z}) \). Choose

\[
w = \text{P.D. (} \Sigma_0 \cup \Sigma_1 \cup \Sigma_2 \text{)}.
\]

Then \( w \) has odd pairing with \( \Sigma_i \) for \( 3 \leq i \leq 5 \). The strong simple type relations are 
obtained for \( D^2_{X,w} \) through gluing formulas along the Fukaya–Floer homology of \( S^1 \times \Sigma_i \) 
for \( 3 \leq i \leq 5 \). Here it is key that the surfaces \( \Sigma_i \) for \( 3 \leq i \leq 5 \) are genus 1, and the 
Fukaya–Floer homology in the genus 1 case is particularly simple; in particular, the action 
of a 1-cycle in \( S^1 \times \Sigma_i \) on its Fukaya–Floer homology is trivial, and the operator associated 
to the point class squares to 4 times the identity. As each element of \( H_1(X) \) comes from 
some element of \( H_1(\Sigma_i) \) for \( 3 \leq i \leq 5 \), one obtains the relations

\[
D^2_{X,w}(\delta z) = 0
\]

for all \( \delta \in H_1(X) \) and \( z \in \mathbb{A}^2(X) = \text{Sym}^*(H_0(X) \otimes H_2(X)) \otimes \Lambda^* H_1(X) \). Then, strong 
simple type for one \( w \in H^2(X; \mathbb{Z}) \) implies the result for all \( w \) (see Muñoz [Muñ00]).

Next, as \( X \) is \( U(2) \) strong simple type, we can apply the structure theorem in this case 
(again, see Muñoz [Muñ00]). Let \( K \in H^2(X; \mathbb{Z}) \) be a \( U(2) \) basic class for \( X \). Then

\[
2g(\Sigma_i) - 2 \geq |K \cdot \Sigma_i| + \Sigma_i \cdot \Sigma_i = |K \cdot \Sigma_i|
\]
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by the adjunction inequality. For $1 \leq i \leq 5$, we have $g(\Sigma_i) = 1$, and we obtain $K \cdot \Sigma_i = 0$. For $i = 0$, we obtain $|K \cdot \Sigma_0| \leq 2g$ where $g = g(\Sigma_0) - 1$ is the Seifert genus of $K$. Define

$$K_r = 2r \text{P.D.}[\Sigma_5].$$

We conclude that the possible $U(2)$ basic classes of $X$ are the $K_r$ for which $r \in \mathbb{Z}$, $|r| \leq g$. Now let $w = \text{P.D.} [\Sigma_4]$. The structure theorem in the $U(2)$ case then reads

$$\hat{D}^2_{X,w}(e^{\Sigma_0}) = D^2_{X,w}((1 + \frac{x}{2})e^{\Sigma_0}) = e^{Q(\Sigma_0)/2} \sum_{r=-g}^g (-1)^{(w^2 + K_r \cdot w)/2} \beta_r e^{K_r \cdot \Sigma_0}.$$

Witten’s conjecture adapted to this case gives $\beta_r = 2^{2+\frac{1}{2}(7\chi(X)+11\sigma(X))} \text{SW}(K_r) = 4\text{SW}_X(K_r).$ Using this, and $Q(\Sigma_0) = 0$, $w \cdot w = 0$, $K_r \cdot w = 0$, we obtain

$$\hat{D}^2_{X,w}(e^{\Sigma_0}) = 4 \sum_{r=-g}^g \text{SW}_X(K_r) e^{2r}.$$

This invariant can also be expressed as the super trace of a combination of maps induced on the $U(2)$ instanton knot homology $KHI^2_*(Y, K)$ by the cobordism $X' = [0, 1] \times \mathbb{Z}$ with bundle cycle $w' = [0, 1] \times c'$, adorned with the operators $(1 + \frac{x}{2})\mu(\Sigma_0)^j$. First, we recall that

$$KHI^2_*(Y, K) = \bigoplus_{j=-g}^g KHI^2_*(Y, K;j)$$

where $KHI_*(Y, K)$ is the generalized eigenspace of $\mu(pt)$ acting on $I^2_*(Z, c')$ with eigenvalue $2$, and $KHI^2_*(Y, K;j)$ is the simultaneous generalized eigenspace of $(\mu(pt), \mu(\Sigma_0))$ acting on $I^2_*(Z, c')$ with eigenvalues $(2, 2j)$. We compute:

$$\hat{D}^2_{X,w}(e^{\Sigma_0}) = 2 \sum_{j=-g}^g \sum_{i=0}^\infty \frac{1}{i!} \text{tr}_s \left( I^2(X', w', (1 + \frac{x}{2})\mu(\Sigma_0)^j) \right)$$

$$= 2 \sum_{j=-g}^g \sum_{i=0}^\infty \frac{1}{i!} \chi(KHI_*(Y, K;j))2(2j)^i = 4 \sum_{j=-g}^g A_j e^{2j}$$

where $A_j$ is the coefficient of $t^j$ in $\Delta_{(Y, K)}(t)$. Here, in the last equality, we have used that the graded Euler characteristic of $KHI_*(Y, K)$ is the Alexander polynomial [KM10a, Lim10]. The “2” appearing outside the summans in the middle expressions comes from a gluing factor (see the discussion [KM11a, §5.2]). In particular, we obtain

$$\text{SW}_X(K_r) = A_r. \quad (9.5)$$

We then repeat this analysis in the $U(3)$ setting. Assume $X$ is $U(3)$ simple type (we predict this is true, but we cannot adapt the above argument in the $U(2)$ case; see Remark 6.28). Mariño and Moore [MM98] conjecture that the basic classes in the $U(3)$ structure
We compute that the left side of (9.6) is also equal to the following (where the 

\[ A \]

which is determined by conventions that are not discussed here. (see [Ni17] for a more general statement, relevant to our case). One approach to proving (9.2) 

This establishes (9.2) under the assumptions stated above, apart from an overall sign \( \pm \), which is determined by conventions that are not discussed here. 

A question arises regarding the extent to which the relationship (9.2), which is at the level of graded Euler characteristics, might hold at the level of Floer homologies. For example, in the special case that the \( U(2) \) and \( U(3) \) instanton knot homology groups of \( (Y, K) \) are supported in even gradings, (9.2) implies a vector space isomorphism

\[
KH^{3}_2(Y, K) \cong KH^{2}_2(Y, K) \otimes KH^{2}_2(Y, K).
\] (9.8)

Thus, along the same lines following (8.19), we are led to ask: is there a knot for which the isomorphism (9.8) does not hold?

**Remark 9.9.** The 4-manifold \( X = S^1 \times Z(K) \) is an instance of Fintushel–Stern’s knot surgery on a standard \( T^2 \) inside the 4-torus \( T^4 \), and the relationship (9.5) is the same kind that is established in [FS98] between Seiberg–Witten invariants and the Alexander polynomial (see [Ni17] for a more general statement, relevant to our case). One approach to proving (9.2) is to establish Fintushel–Stern knot surgery formulas in the setting of Donaldson invariants, of type \( U(2) \) and \( U(3) \), removing the dependency of the above argument on conjectural relationships to Seiberg–Witten theory.
Remark 9.10. The $U(2)$ instanton knot homology group $KHI^2_s(Y, K)$ is isomorphic to a version of singular instanton homology where one takes the connected sum of $(Y, K)$ with the Hopf link in $S^3$, uses a bundle associated to an arc connecting the two resulting link components, and the singular condition is that the holonomy of a connection along shrinking meridians limits to an element in $U(2)$ conjugate to diag$(i, -i)$. See [KM11a, §5.4].

The $U(3)$ instanton knot homology $KHI^3_s(Y, K)$ is isomorphic to a version of $U(3)$ singular instanton homology as developed in [KM11b], using a similar description as above, but with the singular condition that the holonomy of a connection along shrinking meridians limits to an element in $U(3)$ conjugate to diag$(1, \zeta, \zeta^2)$. A similar application of excision as in [KM11a] can be used to give this isomorphism.

A natural question is whether the relationship between Khovanov homology and the instanton group $KHI^2_s(S^3, K)$ established in [KM11a] has a counterpart in the setting of $U(3)$ (or more generally, $U(N)$), and if so, what quantum knot homology theory plays the role of Khovanov homology in this setting.
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