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Introduction

The theory of poset topology evolved from the seminal 1964 paper of Gian-Carlo
Rota on the Möbius function of a partially ordered set. This theory provides a deep
and fundamental link between combinatorics and other branches of mathematics.
Early impetus for this theory came from diverse fields such as

• commutative algebra (Stanley’s 1975 proof of the upper bound conjecture)
• group theory (the work of Brown (1974) and Quillen (1978) on p-subgroup

posets)
• combinatorics (Björner’s 1980 paper on poset shellability)
• representation theory (Stanley’s 1982 paper on group actions on the ho-

mology of posets)
• topology (the Orlik-Solomon theory of hyperplane arrangements (1980))
• complexity theory (the 1984 paper of Kahn, Saks, and Sturtevant on the

evasiveness conjecture).
Later developments have kept the theory vital. I mention just a few examples:
Goresky-MacPherson formula for subspace arrangements, Björner-Lovász-Yao com-
plexity theory results, Björner-Wachs extension of shellability to nonpure com-
plexes, Forman’s discrete version of Morse theory, and Vassiliev’s work on knot
invariants and graph connectivity.

So, what is poset topology? By the topology of a partially ordered set (poset)
we mean the topology of a certain simplicial complex associated with the poset,
called the order complex of the poset. In these lectures I will present some of
the techniques that have been developed over the years to study the topology of a
poset, and discuss some of the applications of poset topology to the fields mentioned
above as well as to other fields. In particular, I will discuss tools for computing
homotopy type and (co)homology of posets, with an emphasis on group equivariant
(co)homology. Although posets and simplicial complexes can be viewed as essen-
tially the same topological object, we will narrow our focus, for the most part,
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to tools that were developed specifically for posets; for example, lexicographical
shellability, recursive atom orderings, Whitney homology techniques, (co)homology
bases/generating set techniques, and fiber theorems.

Research in poset topology is very much driven by the study of concrete ex-
amples that arise in various contexts both inside and outside of combinatorics.
These examples often turn out to have a rich and interesting topological struc-
ture, whose analysis leads to the development of new techniques in poset topology.
These lecture notes are organized according to techniques rather than applications.
A recurring theme is the use of original examples in demonstrating a technique,
where by original example I mean the example that led to the development of the
technique in the first place. More recent examples will be discussed as well.

With regard to the choice of topics, I was primarily motivated by my own
research interests and the desire to provide the students at the PCMI graduate
school with concrete skills in this subject. Due to space and time constraints and
my decision to focus on techniques specific to posets, there are a number of very
important tools for general simplicial complexes that I have only been able to
mention in passing (or not at all). I point out, in particular, discrete Morse theory
(which is a major part of the lecture series of Robin Forman, its originator) and
basic techniques from algebraic topology such as long exact sequences and spectral
sequences. For further techniques and applications, still of current interest, we
strongly recommend the influential 1995 book chapter of Anders Björner [29].

The exercises vary in difficulty and are there to reinforce and supplement the
material treated in these notes. There are many open problems (simply referred to
as problems) and conjectures sprinkled throughout the text.

I would like to thank the organizers (Ezra Miller, Vic Reiner and Bernd Sturm-
fels) of the 2004 PCMI Graduate Summer School for inviting me to deliver these
lectures. I am very grateful to Vic Reiner for his encouragement and support. I
would also like to thank Tricia Hersh for the help and support she provided as my
overqualified teaching assistant. Finally, I would like to express my gratitude to
the graduate students at the summer school for their interest and inspiration.



LECTURE 1
Basic definitions, results, and examples

1.1. Order complexes and face posets

We begin by defining the order complex of a poset and the face poset of a simplicial
complex. These constructions enable us to view posets and simplicial complexes as
essentially the same topological object. We shall assume throughout these lectures
that all posets and simplicial complexes are finite, unless otherwise stated.

An abstract simplicial complex ∆ on finite vertex set V is a nonempty collection
of subsets of V such that

• {v} ∈ ∆ for all v ∈ V
• if G ∈ ∆ and F ⊆ G then F ∈ ∆.

The elements of ∆ are called faces (or simplices) of ∆ and the maximal faces
are called facets. We say that a face F has dimension d and write dimF = d if
d = |F | − 1. Faces of dimension d are referred to as d-faces. The dimension dim ∆
of ∆ is defined to be maxF∈∆ dimF . We also allow the (-1)-dimensional complex
{∅}, which we refer to as the empty simplicial complex. It will be convenient to refer
to the empty set ∅, as the degenerate empty complex and say that it has dimension
−2, even though we don’t really consider it to be a simplicial complex. If all facets
of ∆ have the same dimension then ∆ is said to be pure.

A d-dimensional geometric simplex in Rn is defined to be the convex hull of d+1
affinely independent points in Rn called vertices. The convex hull of any subset of
the vertices is called a face of the geometric simplex. A geometric simplicial complex
K in Rn is a nonempty collection of geometric simplices in Rn such that

• Every face of a simplex in K is in K.
• The intersection of any two simplices of K is a face of both of them.

From a geometric simplicial complex K, one gets an abstract simplicial com-
plex ∆(K) by letting the faces of ∆(K) be the vertex sets of the simplices of K.
Every abstract simplicial complex ∆ can be obtained in this way, i.e., there is a
geometric simplicial complex K such that ∆(K) = ∆. Although K is not unique,
the underlying topological space, obtained by taking the union of the simplices of
K under the usual topology on Rn, is unique up to homeomorphism. We refer to
this space as the geometric realization of ∆ and denote it by ‖∆‖. We will usually

5
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Figure 1.1.1. Order complex of a poset
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Figure 1.1.2. Face poset and face lattice of a simplicial complex

drop the ‖ ‖ and let ∆ denote an abstract simplicial complex as well as its geometric
realization.

To every poset P , one can associate an abstract simplicial complex ∆(P ) called
the order complex of P . The vertices of ∆(P ) are the elements of P and the faces
of ∆(P ) are the chains (i.e., totally ordered subsets) of P . (The order complex
of the empty poset is the empty simplicial complex {∅}.) For example, the Hasse
diagram of a poset P and the geometric realization of its order complex are given
in Figure 1.1.1.

To every simplicial complex ∆, one can associate a poset P (∆) called the face
poset of ∆, which is defined to be the poset of nonempty faces ordered by inclusion.
The face lattice L(∆) is P (∆) with a smallest element 0̂ and a largest element 1̂
attached. An example is given in Figure 1.1.2.
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Figure 1.1.3. Barycentric subdivision
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Figure 1.1.4. Order complex of the subset lattice (Boolean algebra)

If we start with a simplicial complex ∆, take its face poset P (∆), and then take
the order complex ∆(P (∆)), we get a simplicial complex known as the barycentric
subdivision of ∆; see Figure 1.1.3. The geometric realizations are always homeo-
morphic,

∆ ∼= ∆(P (∆)).
When we attribute a topological property to a poset, we mean that the geomet-

ric realization of the order complex of the poset has that property. For instance, if
we say that the poset P is homeomorphic to the n-sphere Sn we mean that ‖∆(P )‖
is homeomorphic to Sn.

Example 1.1.1. The Boolean algebra. Let Bn denote the lattice of subsets of
[n] := {1, 2, . . . , n} ordered by containment, and let B̄n := Bn − {∅, [n]}. Then

B̄n
∼= Sn−2

because ∆(B̄n) is the barycentric subdivision of the boundary of the (n−1)-simplex.
See Figure 1.1.4.

We now review some basic poset terminology. An m-chain of a poset P is a
totally ordered subset c = {x1 < x2 < · · · < xm+1} of P . We say the length l(c) of
c is m. We consider the empty chain to be a (−1)-chain. The length l(P ) of P is
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defined to be

l(P ) := max{l(c) : c is a chain of P}.
Thus, l(P ) = dim ∆(P ) and l(P (∆)) = dim ∆.

A chain of P is said to be maximal if it is inclusionwise maximal. Thus, the set
M(P ) of maximal chains of P is the set of facets of ∆(P ). A poset P is said to be
pure (also known as ranked or graded) if all maximal chains have the same length.
Thus, P is pure if and only if ∆(P ) is pure. Also a simplicial complex ∆ is pure
if and only if its face poset P (∆) is pure. The posets and simplicial complexes of
Figures 1.1.1 and 1.1.2 are all nonpure, while the poset and simplicial complex of
Figure 1.1.4 are both pure.

For x ≤ y in P , let (x, y) denote the open interval {z ∈ P : x < z < y} and let
[x, y] denote the closed interval {z ∈ P : x ≤ z ≤ y}. Half open intervals (x, y] and
[x, y) are defined similarly.

If P has a unique minimum element, it is usual to denote it by 0̂ and refer
to it as the bottom element. Similarly, the unique maximum element, if it exists,
is denoted 1̂ and is referred to as the top element. Note that if P has a bottom
element 0̂ or top element 1̂ then ∆(P ) is contractible since it is a cone. We usually
remove the top and bottom elements and study the more interesting topology of
the remaining poset. Define the proper part of a poset P , for which |P | > 1, to be

P̄ := P − {0̂, 1̂}.

In the case that |P | = 1, it will be convenient to define ∆(P̄ ) to be the degenerate
empty complex ∅. We will also say ∆((x, y)) = ∅ and l((x, y)) = −2 if x = y.

For posets with a bottom element 0̂, the elements that cover 0̂ are called atoms.
For posets with a top element 1̂, the elements that are covered by 1̂ are called
coatoms.

A poset P is said to be bounded if it has a top element 1̂ and a bottom element
0̂. Given a poset P , we define the bounded extension

P̂ := P ∪ {0̂, 1̂},

where new elements 0̂ and 1̂ are adjoined (even if P already has a bottom or top
element).

A poset P is said to be a meet semilattice if every pair of elements x, y ∈ P
has a meet x∧ y, i.e. an element less than or equal to both x and y that is greater
than all other such elements. A poset P is said to be a join semilattice if every
pair of elements x, y ∈ P has a join x ∨ y, i.e. a unique element greater than or
equal to both x and y that is less than all other such elements. If P is both a join
semilattice and a meet semilattice then P is said to be a lattice. It is a basic fact of
lattice theory that any finite meet (join) semilattice with a top (bottom) element
is a lattice.

The dual of a poset P is the poset P ∗ on the same underlying set with the
order relation reversed. Topologically there is no difference between a poset and its
dual since ∆(P ) and ∆(P ∗) are identical simplicial complexes. The direct product
P × Q of two posets P and Q is the poset whose underlying set is the cartesian
product {(p, q) : p ∈ P, q ∈ Q} and whose order relation is given by

(p1, q1) ≤P×Q (p2, q2) if p1 ≤P p2 and q1 ≤Q q2.
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Define the join of two simplicial complexes ∆ and Γ on disjoint vertex sets to
be the simplicial complex given by

∆ ∗ Γ := {A ∪ B : A ∈ ∆, B ∈ Γ}.(1.1.1)

The join (or ordinal sum) P ∗ Q of posets P and Q is the poset whose underlying
set is the disjoint union of P and Q and whose order relation is given by x < y if
either (i) x <P y, (ii) x <Q y, or (iii) x ∈ P and y ∈ Q. Clearly

∆(P ∗ Q) = ∆(P ) ∗ ∆(Q).

There are topological relationships between the join and product of posets, which
are discussed in Section 5.1.

1.2. The Möbius function

The story of poset topology begins with the Möbius function µ(= µP ) of a poset
P defined recursively on closed intervals of P as follows:

µ(x, x) = 1, for all x ∈ P

µ(x, y) = −
∑

x≤z<y

µ(x, z), for all x < y ∈ P.

For a bounded poset P , define the Möbius invariant

µ(P ) := µP (0̂, 1̂).

In Figure 1.2.1, the values of µ(0̂, x) are shown for each element x of the poset.
There are various techniques for computing the Möbius function of a poset; see

[169]. Perhaps the most basic technique is given by the product formula.

Proposition 1.2.1. Let P and Q be posets. Then for (p1, q1) ≤ (p2, q2) ∈ P × Q,

µP×Q((p1, q1), (p2, q2)) = µP (p1, p2)µQ(q1, q2).

Exercise 1.2.2. Prove Proposition 1.2.1.

Exercise 1.2.3. Use the product formula to show that the Möbius function for
the subset lattice Bn is given by

µ(X, Y ) = (−1)|Y −X| for all X ⊆ Y.
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Exercise 1.2.4. For positive integer n, the lattice Dn of divisors of n is the set
of positive divisors of n ordered by a ≤ b if a divides b. Show that the Möbius
function for Dn is given by

µ(d, m) = µ(m/d),
where µ(·) is the classical Möbius function of number theory, which is defined on
the set of positive integers by

µ(n) =

{
(−1)k if n is the product of k distinct primes
0 if n is divisible by a square.

This example is the reason for the name Möbius function of a poset.

The combinatorial significance of the Möbius function was first demonstrated
by Rota in 1964 in his Steele-prize winning paper [147]. The Möbius function of a
poset is used in enumerative combinatorics to obtain inversion formulas.

Proposition 1.2.5 (Möbius inversion). Let P be a poset and let f, g : P → C.
Then

g(y) =
∑
x≤y

f(x)

if and only if
f(y) =

∑
x≤y

µ(x, y) g(x).

Three examples of Möbius inversion are classical Möbius inversion (P = Dn),
inclusion-exclusion (P = Bn), and Gaussian inversion (P = Bn(q), the lattice of
subspaces of an n-dimensional vector space over the field with q elements); see [169]
for details.

Our interest in the Möbius function stems from its connection to the Euler
characteristic. The reduced Euler characteristic χ̃(∆) of a simplicial complex ∆ is
defined to be

χ̃(∆) :=
dim ∆∑
i=−1

(−1)i fi(∆),

where fi(∆) is the number of i-faces of ∆.

Proposition 1.2.6 (Philip Hall Theorem). For any poset P ,

µ(P̂ ) = χ̃(∆(P )).

Exercise 1.2.7. Prove Proposition 1.2.6.

It follows from the Euler-Poincaré formula below that the Euler characteristic
is a topological invariant. Hence by Proposition 1.2.6, µP (x, y) depends only on
the topology of the open interval (x, y) of P .

Theorem 1.2.8 (Euler-Poincaré formula). For any simplicial complex ∆,

χ̃(∆) :=
dim ∆∑
i=−1

(−1)i β̃i(∆),

where β̃i(∆) is the ith reduced Betti number of ∆, i.e., the rank, as an abelian
group, of the ith reduced homology of ∆ over Z.
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Figure 1.3.1. Intersection semilattice of a hyperplane arrangement

The Möbius function of a poset plays a fundamental role in the theory of
hyperplane arrangements and the homology of a poset plays a fundamental role in
the theory of subspace arrangements. We discuss the connection with arrangements
in the next section.

1.3. Hyperplane and subspace arrangements

A hyperplane arrangement A is a finite collection of (affine) hyperplanes in some
vector space V . We will consider only real hyperplane arrangements (V = Rn) and
complex hyperplane arrangements (V = Cn) here.

Real hyperplane arrangements divide Rn into regions. A remarkable formula
for the number of regions was given by Zaslavsky [213] in 1975. This formula
involves the notion of intersection semilattice of a hyperplane arrangement.

The intersection semilattice L(A) of a hyperplane arrangement A is defined to
be the meet semilattice of nonempty intersections of hyperplanes in A ordered by
reverse inclusion. Note that we include the intersection over the empty set which
is the bottom element 0̂ of L(A). Note also that L(A) has a top element if and
only if ∩A = ∅. Such an arrangement is called a central arrangement. Hence for
central arrangements A, the intersection semilattice L(A) is actually a lattice. An
example of a hyperplane arrangement in R2 and its intersection semilattice are
given in Figure 1.3.1.

Before stating Zaslavsky’s formula, we discuss four fundamental examples of
real hyperplane arrangements and their intersection lattices, to which we refer
throughout these lectures.

Example 1.3.1. The (type A) coordinate hyperplane arrangement and the Boolean
algebra Bn. The coordinate hyperplane arrangement is the central hyperplane
arrangement consisting of the coordinate hyperplanes xi = 0 in Rn. It is easy to
see that the intersection lattice of this arrangement is isomorphic to the subset
lattice Bn. Indeed, the intersection

{x ∈ Rn : xi1 = xi2 = · · · = xik
= 0},

where 1 ≤ i1 < i2 < · · · < ik ≤ n, corresponds to the subset {i1, i2, . . . , ik}. This
correspondence is an isomorphism from the intersection lattice to Bn.

Example 1.3.2. The type B coordinate hyperplane arrangement and the face lattice
of the n-cross-polytope Cn. The type B coordinate hyperplane arrangement is the
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Figure 1.3.2. Intersection lattice of braid arrangement

affine hyperplane arrangement consisting of the hyperplanes xi = ±1 in Rn. One
can see that if we attach a top element 1̂ to the intersection semilattice of this
arrangement we have a lattice that is isomorphic to the lattice of faces of the n-
cross-polytope, which we denote by Cn. (This is dual to the lattice of faces of the
n-cube.) Indeed, the intersection

{x ∈ Rn : ε1xi1 = ε2xi2 = · · · = εkxik
= 1},

where 1 ≤ i1 < i2 < · · · < ik ≤ n and εi ∈ {−1, 1}, maps to the (n − k)-face

{x ∈ [−1, 1]n : ε1xi1 = ε2xi2 = · · · = εkxik
= 1}

of the n-cube. This correspondence is an isomorphism from the intersection lattice
to the dual of the face lattice of the cube.

Example 1.3.3. The (type A) braid arrangement and the partition lattice Πn. For
1 ≤ i < j ≤ n, let

Hi,j = {x ∈ Rn : xi = xj}.
The hyperplane arrangement

An−1 := {Hi,j : 1 ≤ i < j ≤ n}
is known as the braid arrangement or the type A Coxeter arrangement. The in-
tersection lattice L(An−1) is isomorphic to Πn, the lattice of partitions of the set
[n] ordered by refinement. Indeed, for each partition π ∈ Πn, let �π be the linear
subspace of Rn consisting of all points (x1, . . . , xn) such that xi = xj whenever i
and j are in the same block of π. The map π �→ �π is a poset isomorphism from Πn

to L(An−1). The braid arrangement A2 intersected with the plane x1 +x2 +x3 = 0
and the partition lattice Π3 are shown in Figure 1.3.2.

Example 1.3.4. The type B braid arrangement and the type B partition lattice
ΠB

n . For 1 ≤ i < j ≤ n, let

H+
i,j = {x ∈ Rn : xi = xj} and H−

i,j = {x ∈ Rn : xi = −xj}.
For i = 1, . . . n, let

Hi = {x ∈ Rn : xi = 0}.
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The hyperplane arrangement

Bn := {H+
i,j : 1 ≤ i < j ≤ n} ∪ {H−

i,j : 1 ≤ i < j ≤ n} ∪ {Hi : 1 ≤ i ≤ n}
is called the type B braid arrangement or the type B Coxeter arrangement. The
intersection lattice L(Bn) is isomorphic to the type B (or signed) partition lattice.
The elements of the type B partition lattice ΠB

n are partitions of {0, . . . , n} for
which any of the elements of [n] can have a bar except for the elements of the block
that contains 0 and the smallest element of each block. For example, 025/17̄9/346̄8̄
is an element of ΠB

9 , while 025̄/17̄9/3̄46̄8̄ is not because 5 and 3 are not allowed
to be barred. The covering relation is given by π1 <·π2 if π2 is obtained from π1

by merging two blocks B1 and B2 into a single block B in the following manner:
Suppose minB1 < minB2. Then

• if 0 ∈ B1, let B be the union of B1 and B2 with all bars removed,
• if 0 /∈ B1, let B be the union of either

– B1 and B2 with all bars intact or
– B1 and B̄2, where B̄2 is obtained from B2 by barring all unbarred

elements and unbarring all barred elements.
For example, the type B partitions that cover 025/17̄9/346̄8̄ in ΠB

9 are

012579/346̄8̄, 0234568/17̄9, 025/1346̄7̄8̄9, 025/13̄4̄67̄89.

The isomorphism from ΠB
n to L(Bn) is quite natural. Take a typical type B partition

025/17̄9/346̄8̄.

It maps to the subspace

{x ∈ R9 : x2 = x5 = 0, x1 = −x7 = x9, x3 = x4 = −x6 = −x8},
in L(Bn). The type B braid arrangement B2 and the type B partition lattice ΠB

2

are shown in Figure 1.3.3.

Examples 1.3.1 and 1.3.3 are referred to as type A examples, and Examples 1.3.2
and 1.3.4 are referred to as type B examples because of their connection with
Coxeter groups. Indeed, associated with every finite Coxeter group (i.e., finite
group generated by Euclidean reflections) is a simplicial complex called its Coxeter
complex. The order complex of the Boolean algebra Bn is the Coxeter complex
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of the symmetric group Sn, which is the type A Coxeter group, and the order
complex of the face lattice of the cross-polytope Cn is the Coxeter complex of the
hyperoctahedral group, which is the type B Coxeter group. (The use of notation is
unfortunate here; Bn is type A and Cn is type B.)

Also associated with every finite Coxeter group is a hyperplane arrangement,
called its Coxeter arrangement, which consists of all its reflecting hyperplanes. The
group generated by the reflections about hyperplanes in the Coxeter arrangement is
the Coxeter group. The braid arrangement is the Coxeter arrangement of the sym-
metric group (type A Coxeter group) and type B braid arrangement is the Coxeter
arrangement of the hyperoctahedral group (type B Coxeter group). Coxeter groups
are discussed further in Section 3.3. See the chapters in this volume by Fomin and
Reading [71] and Stanley [174] for further discussion of Coxeter arrangements.

The types A and B partition lattices belong to another family of well-studied
lattices, namely the Dowling lattices. We will not define Dowling lattices, but we
will occasionally refer to them; see [83] for the definition. A broad class of Dowling
lattices arise as intersection lattices of complex hyperplane arrangements Am,n

consisting of hyperplanes of the forms zj = 0, where j = 1, . . . , n, and zj = ωhzi,
where ω is the mth primitive root of unity e

2πi
m , 1 ≤ i < j ≤ n, and h ∈ [m]. This

class includes the types A and B partition lattices.
We now state Zaslavsky’s seminal result.

Theorem 1.3.5 (Zaslavsky [213]). Suppose A is a hyperplane arrangement in
Rn. Let r(A) be the number of regions into which A divides Rn and let b(A) be the
number of these regions that are bounded. Then

(1.3.1) r(A) =
∑

x∈L(A)

|µ(0̂, x)|

and

(1.3.2) b(A) = |µ(L(A) ∪ 1̂)|.
The arrangement of Figure 1.3.1 has a total of 10 regions with 2 of them

bounded. One can use the values of the Möbius function given in Figure 1.2.1 to
confirm (1.3.1) and (1.3.2) for the arrangement of Figure 1.3.1. Note that if A is a
central arrangement, L(A) ∪ 1̂ has an artificial top element above the top element
of L(A). In other words L(A) ∪ 1̂ has exactly one coatom. It is easy to see that
posets with only one coatom have Möbius invariant 0. Since central arrangements
clearly have no bounded regions, (1.3.2) is trivial for central arrangements.

Exercise 1.3.6. Suppose we have a hyperplane H of Rn which is generic with
respect to a central hyperplane arrangement A in Rn. This means that dim(H ∩
X) = dim(X) − 1 for all X ∈ L(A). Let AH = {H ∩ K : K ∈ A}. This is a
hyperplane arrangement induced in H ∼= Rn−1. Show that the number of bounded
regions of AH is independent of the choice of generic hyperplane H (see [42]).

The next major development in the combinatorial theory of hyperplane ar-
rangements is a 1980 formula of Orlik and Solomon [129], which can be viewed as
a complex analog of (1.3.1). The number of regions in a real hyperplane arrange-
ment A is equal to the sum of all the Betti numbers of the complement Rn − ∪A.
Indeed, since each region is contractible, all the Betti numbers are 0 except for
the degree 0 Betti number, which equals the number of regions. Hence (1.3.1) can
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be interpreted as a formula for the sum of the Betti numbers of the complement
Rn − ∪A. The analog for complex arrangements is given by following result.

Theorem 1.3.7 (Orlik and Solomon [129]). Let A be a hyperplane arrangement
in Cn. The complement MA := Cn − ∪A has torsion-free integral cohomology and
has Betti numbers given by,

βi(MA) =
∑

x ∈ L(A)

dimC(x) = n − i

|µ(0̂, x)|,

for all i.

There is a striking common generalization of the Zaslavsky formula (1.3.1) and
the Orlik-Solomon formula, obtained by Goresky and MacPherson in 1988, which
involves subspace arrangements. A real subspace arrangement is a finite collection
of (affine) subspaces in Rn. Real hyperplane arrangements and complex hyper-
plane arrangements are both examples of real subspace arrangements. Indeed,
hyperplanes in Cn can be viewed as codimension 2 subspaces of R2n. Again the
intersection semilattice L(A) is defined to be the semilattice of nonempty intersec-
tions of subspaces in the subspace arrangement A.

Theorem 1.3.8 (Goresky and MacPherson [80]). Let A be a subspace arrangement
in Rn. The reduced integral cohomology of the complement MA := Rn−∪A is given
by the group isomorphism

H̃i(MA; Z) ∼=
⊕

x∈L(A)\{0̂}

H̃n−dim x−2−i((0̂, x); Z),

for all i.

To see that the Goresky-MacPherson formula reduces to the Zaslavsky formula
and to the Orlik-Solomon formula, one needs to understand the homology of the
intersection lattice of a central hyperplane arrangement. The intersection lattice
belongs to a well-understood class of lattices called geometric lattices. A fundamen-
tal result due to Folkman [70] states that the proper part of any geometric lattice
L has vanishing reduced homology in every dimension except the top dimension
(i.e. dimension equal to l(L)− 2). In fact, the homotopy type is that of a wedge of
spheres of top dimension. The intersection lattice of an affine hyperplane arrange-
ment belongs to a more general class of lattices called geometric semilattices, which
were introduced and studied by Wachs and Walker [203]. The proper part of a
geometric semilattice also has the homotopy type of a wedge of spheres of top di-
mension. Topology of geometric (semi)lattices is discussed further in Sections 3.2.3
and 4.2.

Exercise 1.3.9. Use Folkman’s result to show that the Goresky-MacPherson for-
mula reduces to both the Zaslavsky formula and the Orlik-Solomon formula.

The intersection lattice of a hyperplane arrangement determines more than the
additive group structure of the integral cohomology of the complement. Orlik and
Solomon show that it determines the ring structure as well. Ziegler [216] showed
that, in general, for subspace arrangements the combinatorial data (intersection
lattice and dimension information) does not determine ring structure. However
in certain special cases the combinatorial data does determine the cohomology
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algebra, see [69], [212], [58]. In Section 5.4 we discuss some stronger versions of
the Goresky-MacPherson formula, namely a homotopy version due to Ziegler and
Živaljević [220], and an equivariant version due to Sundaram and Welker [184].
For further reading on hyperplane arrangements, see the chapter by Stanley in
this volume [174] and the text by Orlik and Terao [130]. Further information on
subspace arrangements can be found in Björner [28] and Ziegler [214].

1.4. Some connections with graphs, groups and lattices

In this section we briefly discuss some results and questions in which poset topology
plays a role. We start with a old conjecture of Karp in graph complexity theory. An
algorithm for deciding whether a graph with n nodes has a certain property checks
the entries of the graph’s adjacency matrix until a determination can be made. A
graph property is said to be evasive if the best algorithm needs to check all

(
n
2

)
entries (in the worst case). Here are some examples of evasive graph properties:

• property of being connected
• property of containing a perfect matching
• property of having degree at most b for some fixed b.

A monotone graph property is a property of graphs that is isomorphism in-
variant and closed under addition of edges or closed under removal of edges. The
graph properties listed above are clearly monotone graph properties. We say that
a graph property is trivial if every graph has the property or every graph lacks the
property.

Conjecture 1.4.1 (Karp’s Evasiveness Conjecture). Every nontrivial monotone
graph property is evasive.

Kahn, Saks, and Sturtevant [106] proved the evasiveness conjecture for n a
prime power by using topological techniques and group actions. Since determining
whether a graph has a certain property is equivalent to determining whether the
graph lacks the property, one can require without loss of generality that a monotone
graph property be closed under removal of edges. Given such a monotone graph
property, P, let ∆n

P be the simplicial complex whose vertex set is
(
[n]
2

)
and whose

faces are the edge sets of graphs on node set [n] that have the property. Alter-
natively, ∆n

P is the simplicial complex whose face poset is the poset of graphs on
node set [n] that have property P, ordered by edge set inclusion. Kahn, Saks, and
Sturtevant show that

• nonvanishing reduced simplicial homology of ∆n
P implies P is evasive

• ∆n
P has nonvanishing reduced simplicial homology when n is a prime

power, using a topological fixed point theorem.
Although this connection between evasiveness and topology doesn’t really in-

volve posets directly, we mention it here because posets and simplicial complexes
can be viewed as the same object, and as we will see in later in these lectures, the
tools of poset topology are useful in the study of the topology of graph complexes.
For other significant results on evasiveness and topology of graph complexes, see
eg., [55], [211], [73]. This topic is discussed in greater depth in Forman’s chapter
of this volume [74]. Applications of graph complexes in knot theory and group the-
ory are discussed in Section 5.2. There are also connections between the topology
of graph complexes and commutative algebra, which are explored in the work of
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Reiner and Roberts [138] and Dong [61]. A direct application of poset topology in
a different complexity theory problem is discussed in Section 3.2.4.

Representability questions in lattice theory deal with whether an arbitrary
lattice can be represented as a sublattice, subposet or interval in a given class of
lattices. We briefly discuss three examples that have connections to poset topology.

A result of Pudlák and Tuma [134] states that every lattice is isomorphic to a
sublattice of some partition lattice Πn. This implies that every lattice can be repre-
sented as the intersection lattice of a subspace arrangement embedded in the braid
arrangement. There is another representability result that is much easier to prove;
namely that every meet semilattice can be represented as the intersection semilat-
tice of some subspace arrangement, see [214]. From either of these representability
results, we see that, in contrast to the situation with hyperplane arrangements,
where the topology of the proper part of the intersection semilattice is rather spe-
cial (a wedge of spheres), any topology is possible for the intersection semilattice
of a general subspace arrangement. Indeed, given any simplicial complex ∆, there
is a linear subspace arrangement A such that L(A) is homeomorphic to ∆; namely
A is the linear subspace arrangement whose intersection lattice L(A) is isomorphic
to the face lattice L(∆).

An open representability question is whether every lattice can be represented
as an interval in the lattice of subgroups of some group ordered by inclusion. An
approach to obtaining a negative answer to this question, proposed by Shareshian
[153], is to establish restrictions on the topology of intervals in the subgroup lattice.

Conjecture 1.4.2 (Shareshian [153]). Let G be a finite group. Then every open
interval in the lattice of subgroups of G has the homotopy type of a wedge of spheres.

This conjecture was shown to hold for solvable groups by Kratzer and Thévenaz
[112] (see Theorem 3.1.13 which strengthens the Kratzer-Thévenaz result). Further
discussion of connections between poset topology and group theory can be found
in Section 5.2

Our last example deals with the order dimension of a poset P , which is defined
to be the smallest integer n such that P can be represented as an induced subposet
of a product of n chains. Order dimension is an important and extensively studied
poset invariant, see [189]. Reiner and Welker give a lower bound on order dimension
of a lattice in terms of its homology.

Theorem 1.4.3 (Reiner and Welker [141]). Let L be a lattice and let d be the
largest dimension for which the reduced integral simplicial homology of the proper
part of L is nonvanishing. Then the order dimension of L is at least d + 2.

1.5. Poset homology and cohomology

By (co)homology of a poset, we usually mean the reduced simplicial (co)homology
of its order complex. On rare occasions, we will deal with nonreduced simplicial
homology. Although it is presumed that the reader is familiar with simplicial ho-
mology and cohomology, we review these concepts for posets in terms of chains of
the poset. For each poset P and integer j, define the chain space

Cj(P ;k) := k-module freely generated by j-chains of P,

where k is a field or the ring of integers.
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The boundary map ∂j : Cj(P ;k) → Cj−1(P ;k) is defined by

∂j(x1 < · · · < xj+1) =
j+1∑
i=1

(−1)i (x1 < · · · < x̂i < · · · < xj+1),

where the ·̂ denotes deletion. We have that ∂j−1∂j = 0, which makes (Cj(P ;k), ∂j)
an algebraic complex. Define the cycle space Zj(P ;k) := ker ∂j and the boundary
space Bj(P ;k) := im∂j+1. Homology of the poset P in dimension j is defined by

H̃j(P ;k) := Zj(P ;k)/Bj(P ;k).

The coboundary map δj : Cj(P ;k) → Cj+1(P ;k) is defined by

(1.5.1) 〈δj(α), β〉 = 〈α, ∂j+1(β)〉
where α ∈ Cj(P ;k), β ∈ Cj+1(P ;k), and 〈·, ·〉 is the bilinear form on ⊕j≥−1Cj(P ;k)
for which the chains of P form an orthonormal basis. This is equivalent to saying

δj(x1 < · · · < xj) =
j+1∑
i=1

(−1)i
∑

x∈(xi−1,xi)

(x1 < · · · < xi−1 < x < xi < · · · < xj),

for all chains x1 < · · · < xj , where x0 is the bottom element of P̂ and xj+1

is the top element of P̂ . Define the cocycle space to be Zj(P ;k) := ker δj and
the coboundary space to be Bj(P ;k) := imδj−1. Cohomology of the poset P in
dimension j is defined to be

H̃j(P ;k) := Zj(P ;k)/Bj(P ;k).

When k is a field, H̃j(P ;k) and H̃j(P ;k) are isomorphic vector spaces. The
jth (reduced) Betti number of P is given by

β̃j(P ) := dim H̃j(P ; C),

which is the same as the rank of the free part of H̃j(P ; Z).
We will work primarily with homology over C and Z. For x < y in P , we write

H̃j(x, y) for the complex homology of the open interval (x, y) of P , and β̃j(x, y) for
the jth Betti number of the open interval (x, y). When x = y, define H̃j(x, y) to
be C and β̃j(x, y) to be 1 if j = −2, and to be 0 for all other j.

Many of the posets that arise have the homotopy type of a wedge of spheres.
We review a basic fact pertaining to wedges of spheres and a partial converse.

Theorem 1.5.1. Suppose ∆ has the homotopy type of a wedge of spheres of various
dimensions, where ri is the number of spheres of dimension i. Then for each i =
0, 1, . . . ,dim ∆,

(1.5.2) H̃i(∆; Z) ∼= H̃i(∆; Z) ∼= Zri .

Theorem 1.5.2. If ∆ is simply connected and has vanishing reduced integral ho-
mology in all dimensions but dimension n, where homology is free of rank r, then
∆ has the homotopy type of a wedge of r spheres of dimension n.

The first tool that we mention for computing homology of posets and simplicial
complexes is a very efficient computer software package called “SimplicialHomol-
ogy”, developed by Dumas, Heckenbach, Sauders, and Welker [63]. One can run it
interactively or download the source file at the web site:
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x1 xm

c

c

a

b

Figure 1.6.1. Top coboundary relations: δ(c′c′′)

http://www.cis.udel.edu/∼dumas/Homology,
where a manual can also be found. This package has been responsible for many
of the more recent conjectures in the field. Its output was also part of the proofs
of (at least) three results on integral homology appearing in the literature; see
[154, 155, 200].

1.6. Top cohomology of the partition lattice

The top dimensional cohomology of a poset has a particularly simple description.
For the sake of simplicity assume P is pure of length d. Let M(P ) be the set of
maximal chains of P and let M′(P ) be the set of chains of length d − 1. Since
ker δd = Cd(P ;k), we have the following presentation of top cohomology as a quo-
tient of Cd(P ;k):

H̃d(P ;k) = 〈M(P ) | coboundary relations〉,
where the coboundary relations have the form δd−1(c) for c ∈ M′(P ). Each chain
c in M′(P ) is the concatenation c′c′′ of two unrefinable chains c′ and c′′. If c′ is
not empty, let a be the maximum element of c1, and if c′ is empty, let a be 0̂ of P̂ .
If c′′ is not empty, let b be the minimum element of c′′, and if c′′ is empty, let b be
1̂ of P̂ . Clearly, [a, b] is an interval of length 2 in P̂ . Let {x1, . . . , xm} be the set of
elements in the open interval (a, b). We have

δd−1(c) = ±(c′x1c
′′ + · · · + c′xmc′′).

Hence the cohomology relations can be associated with the intervals of length 2 in
P̂ . See Figure 1.6.1.

We demonstrate the use of intervals of length 2 by deriving a presentation for
the top cohomology of the proper part of the partition lattice Π̄n. There are two
types of length 2 closed intervals in Πn; see Figure 1.6.2. In Type I intervals, there
are 2 pairs of blocks {A, B} and {C, D} which are separately merged resulting in
blocks A ∪ B and C ∪ D. In Type II intervals, there are 3 blocks A, B, C, which
are merged into one block A∪B ∪C. Type I intervals have 4 elements and type II
intervals have 5 elements.

The two types of intervals induce two types of cohomology relations, Type
I and Type II cohomology relations on maximal chains. It is convenient to use
binary trees on leaf set [n] to describe these relations. A maximal chain of Π̄n is
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A∪B/C∪D

A∪B/C/D A/B/C∪D  

A/B/C/ D  

A∪B∪C 

A∪B/C   A/B∪C  

A/B/C/ D  

A∪C/B  

Type I interval Type II interval

Figure 1.6.2.

3 5 1

2 4

Figure 1.6.3.

just a sequence of merges of pairs of blocks. The binary tree given in Figure 1.6.3
corresponds to the sequence of merges:

(1) merge blocks {3} and {5}
(2) merge blocks {2} and {4}
(3) merge blocks {2, 4} and {1}.

This corresponds to the maximal chain

1/2/35/4 <· 1/24/35 <· 124/35

of Π̄5 The internal nodes of the tree represent the merges, and the leaf sets of the
left and right subtrees of the internal nodes are the blocks that are merged. The
sequence of merges follows the postorder traversal of the internal nodes, i.e. first
traverse the left subtree in postorder, then the right subtree in postorder, then the
root.

Given a binary tree T on leaf set [n], let c(T ) be the maximal chain of Πn

obtained by the procedure described above. Although not all maximal chains can
be obtained in this way, it can be seen that every maximal chain is equal, modulo
the cohomology relations of Type I, to ±c(T ) for some T . So the set

{c(T ) : T is a binary tree on leaf set [n]}

generates top cohomology H̃n−3(Π̄n;k). The Type I cohomology relations induce
the following relations

(1.6.1) c(· · · (A ∧ B) · · · ) = (−1)|A||B| c(· · · (B ∧ A) · · · ),
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where X∧Y denotes the binary tree whose left subtree is X and whose right subtree
is Y , and |X| denotes the number of internal nodes of X. The Type II cohomology
relations induce the following relations

c(· · · (A ∧ (B ∧ C)) · · · ) + (−1)|C|c(· · · ((A ∧ B) ∧ C) · · · )(1.6.2)

+ (−1)|A|B|c(· · · (B ∧ (A ∧ C)) · · · ) = 0.

Exercise 1.6.1. Show that the Type I cohomology relations yield (1.6.1) and the
Type II cohomology relations yield (1.6.2).

The relations (1.6.1) and (1.6.2) resemble the relations satisfied by the bracket
operation of a Lie algebra. The Type I relation (1.6.1) corresponds to the anticom-
muting relation and the Type II relation (1.6.2) corresponds to the Jacobi relation.
Indeed there is a well-known connection between the top homology of the partition
lattice and the free Lie algebra which involves representations of the symmetric
group. In the next lecture, we discuss representation theory.

Theorem 1.6.2 (Stanley [167], Klyachko [108], Joyal [104]). The representation
of the symmetric group Sn on H̃n−3(Π̄n; C) is isomorphic to the representation of
Sn on the multilinear component of the free Lie algebra over C on n generators
tensored with the sign representation.

This result follows from a formula of Stanley for the representation of the sym-
metric group on homology of the partition lattice (Theorem 4.4.7) and an earlier
similar formula of Klyachko for the free Lie algebra. The first purely combinatorial
proof was obtained by Barcelo [14]. The presentation of top cohomology discussed
above appeared in an alternative combinatorial proof of Wachs [197]. It also ap-
peared in the proof of a superalgebra version of this result obtained by Hanlon and
Wachs [91]. A k-analog of the Lie superalgebra result was also obtained by Hanlon
and Wachs [91]. A type B version (Example 1.3.4) was obtained by Bergeron [16]
and a generalization to Dowling lattices was obtained by Gottlieb and Wachs [83].





LECTURE 2
Group actions on posets

In this lecture we give a crash course on the representation theory of the sym-
metric group and then discuss some representations on homology that are induced
by symmetric group actions on posets. For further details on the representation
theory of the symmetric group and symmetric functions, we refer the reader to the
following excellent standard references [76, 124, 149, 172].

There are various reasons that we are interested in understanding how a group
acts on the homology of a poset. One is that this can be a useful tool in computing
the homology of the poset. Another is that interesting representations often arise.
We limit our discussion to the symmetric group, but point out there are often
interesting analogous results for other groups such as the hyperoctahedral group,
wreath product groups, and the general linear group.

2.1. Group representations

We restrict our discussion to finite groups G and finite dimensional vector spaces
over the field C. A finite dimensional vector space V over C is said to be a repre-
sentation of G if there is a group homomorphism

φ : G → GL(V ).

For g ∈ G and v ∈ V , we write gv instead of φ(g)(v) and view V as a module
over the ring CG (G-module for short). The dimension of the representation V is
defined to be the dimension of V as a vector space.

There are two particular representations of every group that are very important;
the trivial representation and the regular representation. The trivial representation,
denoted 1G, is the 1-dimensional representation V = C, where gz = z for all g ∈ G
and z ∈ C. The (left) regular representation is the G-module CG where G acts on
itself by left multiplication, i.e., the action of g ∈ G on generator h ∈ G is gh.

We say that V1 and V2 are isomorphic representations of G and write V1
∼=G V2,

if there is a vector space isomorphism ψ : V1 → V2 such that

ψ(gv) = gψ(v)

for all g ∈ G and v ∈ V1. In other words, V1 and V2 are isomorphic representations
of G means that they are isomorphic G-modules.

23
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The character of a G-module V is a function χV : G → C defined by

χV (g) = trace(φ(g)).

One basic fact of representation theory is that the character of a representation
completely determines the representation. Another is that χV (g) depends only on
the conjugacy class of g.

A G-module V is said to be irreducible if its only submodules are the trivial
submodule 0 and V itself. A basic result of representation theory is that the number
of irreducible representations of G is the same as the number of conjugacy classes
of G. Another very important fact is that every G-module decomposes into a direct
sum of irreducible submodules,

V ∼=G V1 ⊕ · · · ⊕ Vm.

The decomposition is unique (up to order and up to isomorphism). Hence it makes
sense to talk about the multiplicity of an irreducible in a representation. We have
the following fundamental fact.

Theorem 2.1.1. The multiplicity of any irreducible representation of G in the
regular representation of G is equal to the dimension of the irreducible.

There are two operations on representations that are quite useful. The first is
called restriction. For H a subgroup of G and V a representation of G, the restric-
tion of V to H, denoted V ↓G

H , is the representation of H obtained by restricting
φ to H. Thus the restriction has the same underlying vector space with a smaller
group action. The other operation, which is called induction, is a bit more compli-
cated. For H a subgroup of G and V a representation of H, the induction of V to
G is given by

V ↑G
H := CG ⊗CH V,

where the tensor product A ⊗S B denotes the usual tensor product of an (R, S)-
bimodule A and a left S-module B resulting in a left R-module. Now the underlying
vector space of the induction is larger than V .

Exercise 2.1.2. Show

dimV ↑G
H=

|G|
|H| dimV.

Although restriction and induction are not inverse operations, they are related
by a formula called Frobenius reciprocity. We will state an important special case,
which is, in fact, equivalent to Frobenius reciprocity.

Theorem 2.1.3. Let U be an irreducible representation of H and let V be an
irreducible representation of G, where H is a subgroup of G. Then the multiplicity
of U in V ↓G

H is equal to the multiplicity of V in U ↑G
H .

There are two types of tensor products of representations. Given a represen-
tation U of G and a representation V of H, the (outer) tensor product U ⊗ V
is a representation of G × H defined by (g, h)(u, v) = (gu, hv). Given two repre-
sentations U and V of G, the (inner) tensor product, also denoted U ⊗ V , is the
representation of G defined by g(u, v) = (gu, gv).

In these lectures we will describe representations in any of the following ways:
• giving the character
• giving an isomorphic representation
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• giving the multiplicity of each irreducible
• using operations such as restriction, induction and tensor product.

2.2. Representations of the symmetric group

In this section, we construct the irreducible representations of the symmetric group
Sn, which are called Specht modules and are denoted by Sλ, where λ is a partition
of n. We also discuss skew shaped Specht modules.

Let λ be a partition of n, i.e., a weakly decreasing sequence of positive integers
λ = (λ1 ≥ · · · ≥ λk) whose sum is n. We write λ � n (or |λ| = n) and say that the
length l(λ) is k. We will also write λ = 1m12m2 · · ·nmn , if λ has mi parts of size i
for each i. Each partition λ is identified with a Young (or Ferrers) diagram whose
ith row has λi cells. For example, the partition (4, 2, 2, 1) � 9 is identified with the
Young diagram

A Young tableau of shape λ � n is a filling of the Young diagram corresponding
to λ, with distinct positive integers in [n]. A Young tableau is said to be standard
if the entries increase along each row and column. For example, the Young tableau
on the left is not standard, while the one on the right is.

8 2 4 1
7 5
9 3
6

1 2 4 7
3 6
5 8
9

Let Tλ be the set of Young tableaux of shape λ and let Mλ be the complex
vector space generated by elements of Tλ. The symmetric group Sn acts on Mλ by
permuting entries of the Young tableaux. That is, for transposition σ = (i, j) ∈ Sn,
the tableau σT is obtained from T by switching entries i and j. For example,

(2, 3)

8 2 4 1
7 5
9 3
6

=

8 3 4 1
7 5
9 2
6

.

The representation that we have described is clearly the left regular representation
of Sn. One can also let Sn act as the right regular representation on Mλ. That is
for transposition σ = (i, j) ∈ Sn and T ∈ Tλ, the tableau Tσ is obtained from T
by switching the contents of the ith and jth cell under some fixed ordering of the
cells of λ.

We will say that two tableaux in Tλ are row-equivalent if they have the same
sequence of row sets. For example, the tableaux

8 2 4 1
7 5
9 3
6

and

1 2 4 8
5 7
3 9
6
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are row-equivalent. Column-equivalent is defined similarly. For shape λ, the row
stabilizer Rλ is defined to be the subgroup

Rλ := {σ ∈ Sn : Tσ and T are row-equivalent for all T ∈ Tλ}.
Similarly, the column stabilizer Cλ is defined to be the subgroup

Cλ := {σ ∈ Sn : Tσ and T are column-equivalent for all T ∈ Tλ}.
We now give two characterizations of the Specht module Sλ; one as a subspace

of Mλ generated by certain signed sums of Young tableaux called polytabloids;
and the other as a quotient of Mλ by certain relations called row relations and
Garnir relations. We caution the reader that our notions of polytabloids and Garnir
relations are dual to the usual notions given in standard texts such as [149].

We begin with the submodule characterization. For each T ∈ Tλ, define the
polytabloid of shape λ,

eT :=
∑

α∈Rλ

∑
β∈Cλ

sgn(β) Tαβ.

For example if

T = 1 2
3

then eT =
(

1 2
3

− 3 2
1

)
+

(
2 1
3

− 3 1
2

)
.

Since the left and right action of Sn on Tλ commute, we have

(2.2.1) πeT = eπT ,

for all T ∈ Tλ and π ∈ Sn. We can now define the Specht module Sλ to be the
subspace of Mλ given by

Sλ := 〈eT : T ∈ Tλ〉.
It follows from (2.2.1) that Sλ is an Sn-submodule of Mλ (under the left action).

Theorem 2.2.1. The Specht modules Sλ for all λ � n form a complete set of
irreducible Sn-modules.

A polytabloid eT is said to be a standard polytabloid if T is a standard Young
tableau. We will see shortly that the standard polytabloids of shape λ form a basis
for the Specht module Sλ.

Now we give the quotient characterization. The row relations are defined for
all T ∈ Tλ and σ ∈ Rλ by

(2.2.2) rσ(T ) := Tσ − T.

For all i, j such that 1 ≤ j ≤ λi, let Ci,j(λ) be the set of cells in columns j
through λi of row i and in columns 1 through j of row i + 1. Let Gi,j(λ) be the
subgroup of Sn consisting of permutations σ that fix all entries of the cells that
are not in Ci,j(λ) under the right action of σ on tableaux of shape λ. The Garnir
relations are defined for all i, j such that 1 ≤ j ≤ λi and for all T ∈ Tλ by

(2.2.3) gi,j(T ) :=
∑

σ∈Gi,j(λ)

Tσ.

For example if

T =

7 1 5 10
3 4 2
9 8
11 6

and (i, j) = (1, 2)
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then the entries 1, 5, 10, 3, 4 are permuted while the remaining entries are fixed. So

g1,2(T ) =

7 1 3 4
5 10 2
9 8
11 6

+

7 1 3 4
10 5 2
9 8
11 6

+

7 1 3 5
4 10 2
9 8
11 6

+

7 1 3 5
10 4 2
9 8
11 6

+ . . .

Again, since the left and right action of Sn on Tλ commute, we have

πrσ(T ) = rσ(πT )
πgi,j(T ) = gi,j(πT ),

for all π ∈ Sn. Consequently, the subspace Uλ of Mλ generated by the row
relations (2.2.2) and the Garnir relations (2.2.3) is an Sn-submodule of Mλ.

Theorem 2.2.2. For all λ � n,

Sλ ∼=Sn
Mλ/Uλ.

Now we can view the Specht module Sλ as the module generated by tableaux
of shape λ subject to the row and Garnir relations.

Exercise 2.2.3. Prove Theorem 2.2.2 by first showing that,
(a) Uλ ⊆ ker ψ, where ψ : Mλ → Sλ is defined by ψ(T ) = eT ,
(b) the standard polytabloids eT are linearly independent,
(c) the standard tableaux span Mλ/Uλ.

We have the following consequence of Exercise 2.2.3.

Corollary 2.2.4. The standard polytabloids of shape λ form a basis for Sλ. The
standard tableaux of shape λ form a basis for Mλ/Uλ. Consequently dimSλ is equal
to the number of standard tableaux of shape λ.

There is a remarkable formula for the number of standard tableaux of a fixed
shape λ.

Theorem 2.2.5 (Frame-Robinson-Thrall hook length formula). For all λ � n,

dimSλ =
n!∏

x∈λ hx
,

where the product is taken over all cells x in the Young diagram λ, and hx is the
number of cells in the hook formed by x, which consists of x, the cells that are below
x in the same column, and the cells to the right of x in the same row.

One can generalize Specht modules to skew shapes. By removing a smaller
skew diagram µ from the northwest corner of a skew diagram λ, one gets a skew
diagram denoted by λ/µ. For example if λ = (4, 3, 3) and µ = (2, 1) then

λ/µ = .

Skew Specht modules Sλ/µ are defined analogously to “straight” Specht modules.
There is a submodule characterization and a quotient characterization. Theo-
rem 2.2.2 and Corollary 2.2.4 hold in the skew setting. There is a classical combina-
torial rule for decomposing Specht modules of skew shape into irreducible straight
shape Specht modules called the Littlewood-Richardson rule, which we will not
present here.
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Example 2.2.6. Some important classes of skew and straight Specht modules are
listed below.

λ/µ = ··
Sλ/µ = regular representation.

λ = · · · Sλ = trivial representation

λ = ... Sλ = sign representation

where the sign representation is the 1-dimensional representation V = C whose
character is sgn(σ), that is σz = sgn(σ)z for all σ ∈ Sn and z ∈ C. We denote
the sign representation by sgnn or S(1n) and we denote the trivial representation
by 1Sn

or S(n).

Exercise 2.2.7. For skew or straight shape λ/µ, let χλ/µ denote the character of
the representation Sλ/µ, and for σ ∈ Sn, let f(σ) denote the number of fixed points
of σ.

(a) Show χ(n−1,1)(σ) = f(σ) − 1 for all σ ∈ Sn.
(b) Show χ(n,1)/(1)(σ) = f(σ) for all σ ∈ Sn.
(c) Find the character of each of the representations in Example 2.2.6.

A skew hook is a connected skew diagram that does not contain the subdiagram
(2, 2). Each cell of a skew hook, except for the southwestern most and northeastern
most end cells, has exactly two cells adjacent to it. Each of the end cells has only
one cell adjacent to it. Let H be a skew hook with n cells. We label the cells of H
with numbers 1 through n, starting at the southwestern end cell, moving through
the adjacent cells, and ending at the northeastern end cell. For example, we have
the labeled skew hook

11
8 9 10
7
6
5

1 2 3 4

.

If cell i + 1 is above cell i in H then we say that the skew hook H has a descent at
i. Let des(H) denote the set of descents of H. For each subset S of [n− 1], there is
exactly one skew hook with n cells and descent set S. For example, the skew hook

is the only skew hook with 11 cells and descent set {4, 5, 6, 7, 10}.

The Specht modules of skew hook shape are called Foulkes representations.
Note that for any skew hook H with n cells, the set of standard tableaux of shape
H corresponds bijectively to the set of permutations in Sn with descent set des(H).
(The descent set des(σ) of a permutation σ ∈ Sn is the set of all i ∈ [n − 1] such
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that σ(i) > σ(i + 1).) Indeed, by listing the entries of cells 1 through n, one gets
a permutation with descent set des(H). Hence by Corollary 2.2.4 for skew shapes,
the dimension of the Foulkes representation SH is the number of permutations in
Sn with descent set des(H).

A descent of a standard Young tableau is an entry i that is in a higher row
than i + 1. By applying the Littlewood-Richardson rule mentioned above, one gets
the following decomposition of the Foulkes representation into irreducibles,

SH =
⊕
λ�n

cH,λSλ,(2.2.4)

where cH,λ is the number of standard Young tableaux of shape λ and descent set
des(H).

Exercise 2.2.8. Use (2.2.4) to show that the regular representation of Sn decom-
poses into Foulkes representations as follows:

CSn
∼=Sn

⊕
H∈SHn

SH ,

where SHn is the set of skew hooks with n cells.

The induction product of an Sj-module U and an Sk-module V is the Sj+k-
module

U • V := (U ⊗ V ) ↑Sj+k

Sj×Sk
.

(We are viewing Sj ×Sk as the subgroup of Sj+k consisting of permutations that
stabilize the sets {1, 2 . . . , j} and {j + 1, j + 2, . . . , j + k}.)

Exercise 2.2.9. If a skew shape D consists of two shapes λ and µ, where λ and µ
have no rows or columns in common, we say that D is the disjoint union of λ and
µ. Show that SD = Sλ • Sµ if D is the disjoint union of λ and µ. For example

S = S • S .

Exercise 2.2.10. Let λ � n.

(a) Show that

Sλ ↓Sn

Sn−1
∼=Sn−1

⊕
µ

Sµ

summed over all Young diagrams µ obtained from λ by removing a cell
from the end of one of the rows of λ. (We are viewing Sn−1 as the
subgroup of Sn consisting of permutations that fix n.) For example,

S ↓S8
S7

∼=S7 S ⊕ S ⊕ S .

(b) Show that

Sλ ↑Sn+1
Sn

= Sλ • S(1) ∼=Sn+1

⊕
µ

Sµ
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summed over all Young diagrams µ obtained from λ by adding a cell to
the end of one of the rows of λ. For example,

S • S ∼=S8 S ⊕ S ⊕ S .

There is an important generalization of Exercise 2.2.10 (b) known as Pieri’s
rule.

Theorem 2.2.11 (Pieri’s rule). Let m, n ∈ Z+. If λ � n then

Sλ • S(m) ∼=Sm+n

⊕
µ

Sµ,

summed over all partitions µ of m + n such that µ contains λ and the skew shape
µ/λ has at most one cell in each column. Similarly

Sλ • S(1m) ∼=Sm+n

⊕
µ

Sµ,

summed over all partitions µ of m + n such that µ contains λ and the skew shape
µ/λ has at most one cell in each row.

The conjugate of a partition λ is the partition λ′ whose Young diagram is the
transpose of that of λ.

Theorem 2.2.12. For all partitions λ � n,

Sλ ⊗ sgnn
∼=Sn Sλ′

,

where the tensor product is an inner tensor product. This also holds for skew
diagrams.

Exercise 2.2.13. Let V be a representation of Sn. Show that

(V ⊗ sgnn) ↑Sn+1
Sn

∼=Sn+1 V ↑Sn+1
Sn

⊗ sgnn+1,

and
(V ⊗ sgnn) ↓Sn

Sn−1
∼=Sn−1 V ↓Sn

Sn−1
⊗ sgnn−1.

2.3. Group actions on poset (co)homology

Let G be a finite group. A G-simplicial complex is a simplicial complex together
with an action of G on its vertices that takes faces to faces. A G-poset is a poset
together with a G-action on its elements that preserves the partial order; i.e., x <
y ⇒ gx < gy. So if P is a G-poset then its order complex ∆(P ) is a G-simplicial
complex and if ∆ is a G-simplicial complex then its face poset P (∆) is a G-poset.

A G-space is a topological space on which G acts as a group of homeomorphisms.
If ∆ is a G-simplicial complex then the geometric realization ‖∆‖ is a G-space under
the natural induced action of G.

Example 2.3.1. The subset lattice Bn is an Sn-poset. The action of a permutation
σ ∈ Sn on a subset {a1, . . . , ak} is given by

σ{a1, . . . , ak} = {σ(a1), . . . , σ(ak)}.(2.3.1)
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Example 2.3.2. The partition lattice Πn is an Sn-poset. The action of a permu-
tation σ ∈ Sn on a partition {B1, . . . , Bk} is given by

σ{B1, . . . , Bk} = {σB1, . . . , σBk},(2.3.2)

where σBi is defined in (2.3.1). The symmetric group is isomorphic to the group
generated by reflections about hyperplanes in the braid arrangement. The action
described here is simply the action of the reflection group on intersections of hy-
perplanes in the braid arrangement.

Example 2.3.3. The face lattice Cn of the n-cross-polytope (or the face lattice of
the n-cube) is an Sn[Z2]-poset. The wreath product group Sn[Z2] is also known
as the hyperoctahedral group or the type B Coxeter group (see Section 2.4 for the
definition of wreath product). It is the group generated by reflections about the
hyperplanes in the type B braid arrangement.

By viewing the n-cross-polytope as the convex hull of the points ±ei, i =
1, . . . , n, one obtains the action of Sn[Z2] on Cn. We describe this action in com-
binatorial terms. The (k − 1)-dimensional faces of the cross-polytope are convex
hulls of certain k element subsets of {±ei : i ∈ [n]}. These are the ones that don’t
contain both ei and −ei for any i. Thus the (k − 1)-faces can be identified with
k-subsets T of [n]∪ {̄i : i ∈ [n]} such that {i, ī} � T for all i. By ordering these sets
by containment, one gets the face poset of the n-cross-polytope. For example, the
4-subset {3, 5̄, 6, 8̄} is identified with the convex hull of the points e3,−e5, e6,−e8.
The elements of Sn[Z2] are identified with permutations σ of [n] ∪ {̄i : i ∈ [n]}
for which σ(i) = σ(̄i) for all i (where ¯̄a = a). Then the action of a permutation
σ ∈ Sn[Z2] on a k-subset {a1, . . . , ak} of [n] ∪ {̄i : i ∈ [n]} is given by (2.3.1).

Example 2.3.4. The type B partition lattice ΠB
n is also an Sn[Z2]-poset. Recall

from Example 1.3.4 that the type B partition lattice ΠB
n is the intersection lattice of

the type B braid arrangement. Since this arrangement is invariant under reflection
about any hyperplane in the arrangement, elements of the reflection group Sn[Z2]
map intersections of hyperplanes to intersections of hyperplanes. This gives the
action of Sn[Z2] on ΠB

n . There is a combinatorial description of the action analogous
to (2.3.2) (see e.g. [83]).

Example 2.3.5. The lattice of subspaces of an n-dimensional vector space over a
finite field F is a GLn(F )-poset, where the general linear group GLn(F ) acts in the
obvious way.

Example 2.3.6. The lattice of subgroups of a finite group G ordered by inclusion
is a G-poset, where G acts by conjugation.

Example 2.3.7. The semilattice of p-subgroups of a group G ordered by inclusion
is a G-poset, where G acts by conjugation.

Let P be a G-poset. Since g ∈ G takes j-chains to j-chains, g acts as a linear
map on Cj(P ; C). It is easy to see that

g∂(c) = ∂(gc) and gδ(c) = δ(gc).

Hence g acts as a linear map on H̃j(P ; C) and on H̃j(P ; C). This means that
whenever P is a G-poset, H̃j(P ; C) and H̃j(P ; C) are G-modules. The bilinear
form (1.5.1), induces a pairing between H̃j(P ; C) and H̃j(P ; C), which allows one
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to view them as dual G-modules. For G = Sn or G = Sn[Z2],

H̃j(P, C) ∼=G H̃j(P, C)

since dual Sn-modules (resp., dual Sn[Z2]-modules) are isomorphic.
Given a G-simplicial complex ∆, the natural homeomorphism from ∆ to its

barycentric subdivision ∆(P (∆)) commutes with the G-action. Consequently, for
all j ∈ Z

H̃j(∆; C) ∼=G H̃j(P (∆); C),

and

H̃j(∆; C) ∼=G H̃j(P (∆); C).

Exercise 2.3.8. The maximal chains of B̄n correspond bijectively to tableaux of
shape 1n via the map

t1
t2...
tn

�→ ({t1} ⊂ {t1, t2} ⊂ · · · ⊂ {t1, . . . , tn−1}).

(a) Show that the Garnir relations map to the coboundary relations. Conse-
quently, the representation of Sn on the top cohomology H̃n−2(B̄n; C) is
the sign representation.

(b) Show that the polytabloids map to cycles in top homology.

There is an equivariant version of the Euler-Poincaré formula (Theorem 1.2.8),
known as the Hopf-trace formula. It is convenient to state this formula in terms
of virtual representations, which we define first. The representation group G(G) of
a group G is the free abelian group on the set of all isomorphism classes [V ] of
G-modules V modulo the subgroup generated by all [V ⊕W ]− [V ]− [W ]. Elements
of the representation group are called virtual representations. If V is an actual
representation, we denote the virtual representation [V ] by V . Note that two virtual
representations A − B and C − D, where A, B, C, D are actual representations of
G, are equal in the representation group if and only if A⊕D ∼=G B⊕C in the usual
sense. We will write A − B ∼=G C − D.

Theorem 2.3.9 (Hopf trace formula). For any G-simplicial complex ∆,

dim ∆⊕
i=−1

(−1)iCi(∆; C) ∼=G

dim ∆⊕
i=−1

(−1)iH̃i(∆; C)

We will usually suppress the C from our notation H̃i(P ; C) (resp., H̃i(P ; C))
and write H̃i(P ) (resp., H̃i(P )) instead when viewing (co)homology as a G-module.

2.4. Symmetric functions, plethysm, and wreath product modules

Symmetric functions provide a convenient way of describing and computing repre-
sentations of the symmetric group. In this section we give the basics of symmetric
function theory. Then we demonstrate its use in computing homology of an inter-
esting example known as the matching complex.
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2.4.1. Symmetric functions

Let x = (x1, x2, . . . ) be an infinite sequence of indeterminates. A homogeneous
symmetric function of degree n is a formal power series f(x) ∈ Q[[x]] in which each
term has degree n and f(xσ(1), xσ(2), . . . ) = f(x1, x2, . . . ) for all permutations σ of
Z+.

Let Λn denote the set of homogeneous symmetric functions of degree n and
let Λ =

⊕
n≥0 Λn. Then Λ is a graded Q-algebra, since αf(x) + βg(x) ∈ Λn if

f(x), g(x) ∈ Λn and α, β ∈ Q; and f(x)g(x) ∈ Λm+n if f(x) ∈ Λm and g(x) ∈ Λn.
There are several important bases for the vector space Λn. We mention just

two of them here; the basis of power sum symmetric functions and the basis of
Schur functions. These bases are indexed by partitions of n. For n ≥ 1, let

pn =
∑
i≥1

xn
i

and let p0 = 1. The power sum symmetric function indexed by λ = (λ1 ≥ λ2 ≥
· · · ≥ λk) is defined by

pλ := pλ1pλ2 . . . pλk
.

Given a Young diagram λ, a semistandard tableau of shape λ is a filling of λ with
positive integers so that the rows weakly increase and the columns strictly increase.
Let SSλ be the set of semistandard tableaux of shape λ. Given a semistandard
tableau T , define w(T ) := xm1

1 xm2
2 · · · , where for each i, mi is the number of times

i appears in T . Now define the Schur function indexed by λ to be

sλ :=
∑

T∈SSλ

w(T ).

Skew shaped Schur functions sD are defined analogously for all skew diagrams D.
While it is obvious that the power sum symmetric functions are symmetric

functions, it is not obvious that the Schur functions defined this way are.

Theorem 2.4.1. The sets {pλ : λ � n} and {sλ : λ � n} form bases for Λn.
Moreover, {sλ : λ � n} is an integral basis, i.e., a basis for the Z-module Λn

Z
of

homogeneous symmetric functions of degree n with integer coefficients.

The Schur function s(n) is known as the complete homogeneous symmetric
function of degree n and is denoted by hn. The Schur function s(1n) is known as
the elementary symmetric function of degree n and is denoted by en. There is an
important involution ω : Λn → Λn defined by

ω(sλ) = sλ′ ,

where λ′ is the conjugate of λ. Clearly

ω(hn) = en.

For the power sum symmetric functions we have

ω(pλ) = (−1)|λ|−l(λ)pλ.(2.4.1)

Exercise 2.4.2. Prove ∑
n≥0

hn =
∏
i≥1

(1 − xi)−1,
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and ∑
n≥0

en =
∏
i≥1

(1 + xi),

where h0 = e0 = 1.

The Frobenius characteristic ch(V ) of a representation V of Sn is the symmetric
function given by

ch(V ) :=
∑
µ�n

1
zµ

χV (µ) pµ,

where zµ := 1m1m1!2m2m2! . . . nmnmn! for µ = 1m12m2 . . . nmn and χV (µ) is the
character χV (σ) for σ ∈ Sn of conjugacy type µ. Some basic facts on Frobenius
characteristic are compiled in the next result.

Theorem 2.4.3.
(a) For all (skew or straight) shapes λ,

ch(Sλ) = sλ.

(b) For all representations V of Sn,

ω(chV ) = ch(V ⊗ sgnn).

(c) For all representations U, V of Sn,

ch(U ⊕ V ) = ch(U) + ch(V )

(d) For all representations U of Sm and V of Sn,

ch(U • V ) = ch(U) ch(V ).

The direct sum
⊕

n≥0 G(Sn) of representation groups is a ring under the induc-
tion product. It follows from Theorem 2.4.3 that the Frobenius characteristic map
is an isomorphism from the ring

⊕
n≥0 G(Sn) to the ring of symmetric functions

over Z.

Definition 2.4.4. Let f ∈ Λ and let g be a formal power series with positive
integer coefficients. Choose any ordering of the monomials of g, where a monomial
appears in the ordering mi times if its coefficient is mi. For example, if g =
3y1y

2
2 + 2y2y3 + . . . then the monomials can be arranged as

(y1y
2
2 , y1y

2
2 , y1y

2
2 , y2y3, y2y3, . . . ).

Pad the sequence of monomials with zero’s if g has a finite number of terms. Define
the plethysm of f and g, denoted f [g], to be the formal power series obtained from
f by replacing the indeterminate xi with the ith monomial of g for each i. Since
f is a symmetric function, the chosen order of the monomials doesn’t matter. For
example, if f =

∑
n≥0 en =

∏
i≥1(1 + xi) and g is as above then

f [g] = (1 + y1y
2
2)(1 + y1y

2
2)(1 + y1y

2
2)(1 + y2y3)(1 + y2y3) · · · .

The following proposition is immediate.

Proposition 2.4.5. Suppose f, g ∈ Λ and h is a formal power series with positive
integer coefficients. Then

• If f has positive integer coefficients then f [pn] = pn[f ] is obtained by
replacing each indeterminate xi of f by xn

i .
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• (af + bg)[h] = af [h] + bg[h], where a, b ∈ Q
• fg[h] = f [h]g[h].

Note that if g ∈ Λ has positive integer coefficients then f [g] ∈ Λ. One can
extend the definition of plethysm to all g ∈ Λ, by using Proposition 2.4.5 and the
fact that the power sum symmetric functions form a basis for Λ. Hence plethysm
is a binary operation on Λ, which is clearly associative, but not commutative. Note
that the plethystic identity is p1 = h1. We say that f, g ∈ Λ are plethystic inverses
of each other, and write g = f [−1], if f [g] = g[f ] = h1.

2.4.2. Composition product and wreath product

Our purpose for introducing plethysm in these lectures is that plethysm encodes a
product operation on symmetric group representations called composition product,
which is described below. (This description is based on an exposition given in
[178].)

Let G be a finite group. The wreath product of Sm and G, denoted by Sm[G],
is defined to be the set of (m + 1)-tuples (g1, g2, . . . , gm; τ) such that gi ∈ G and
τ ∈ Sm with multiplication given by

(g1, . . . , gm; τ)(h1, . . . , hm; γ) = (g1hτ−1(1), . . . , gmhτ−1(m); τγ).

The following proposition is immediate.

Proposition 2.4.6. The map (α1, α2, . . . , αm; τ) �→ τ is a homomorphism from
Sm[Sn] onto Sm.

Definition 2.4.7. Let V be an Sm-module and W be a G-module. Then the
wreath product of V with W , denoted V [W ], is the inner tensor product of two
Sm[G]-modules:

V [W ] = W̃⊗m ⊗ V̂ ,

where W̃⊗m is the vector space W⊗m with Sm[G] action given by

(α1, . . . , αm; τ)(w1 ⊗ · · · ⊗ wm) = α1wτ−1(1) ⊗ · · · ⊗ αmwτ−1(m)(2.4.2)

and V̂ is the pullback of the representation of Sm on V to Sm[G] through the
homomorphism given in Proposition 2.4.6. That is, V̂ is the representation of
Sm[G] on V defined by

(α1, . . . , αm; τ)v = τv.

Given a finite set A = {a1 < a2 < · · · < an} of positive integers, let SA be the
set of permutations of the set A. We shall view a permutation in SA as a word whose
letters come from A. For σ ∈ Sn, let σA denote the word aσ(1)aσ(2) · · · aσ(n). We
shall view an element of the Young subgroup Sk×Sn−k of Sn as the concatenation
α � β of words α ∈ Sk and β ∈ S{k+1,...,n}. The wreath product Sm[Sn] is
isomorphic to the normalizer of the Young subgroup Sn × · · · × Sn︸ ︷︷ ︸

m times

in Smn. The

isomorphism is given by

(α1, . . . , αm; τ) �→ α
Aτ(1)

τ(1) � · · · � α
Aτ(m)

τ(m) ,

where Ai = [in] \ [(i − 1)n].
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Define the composition product of an Sm-module V and an Sn-module W by

V ◦ W := V [W ] ↑Smn

Sm[Sn]

The following result relates plethysm to composition product.

Theorem 2.4.8. Let V be an Sm-module and W be an Sn-module. Then

ch(V ◦ W ) = chV [chW ].

Example 2.4.9. Given λ � n, let Π(λ) be the set of partitions of [n] whose block
sizes form the partition λ. In this example, we set λ = db, where d and b are
positive integers.

(a) The symmetric group Sbd acts on Π(db) as in Example 2.3.2, and this action
induces a representation of Sbd on the complex vector space CΠ(db) generated by
elements of Π(db). It is not difficult to see that the Sbd-module CΠ(db) is the
induction of the trivial representation of the stabilizer of the partition

π(db) := 1, . . . , d / d + 1, . . . , 2d / . . . / (b − 1)d + 1, . . . , bd

to Sbd. The stabilizer of π(db) is Sb[Sd] and the trivial representation of Sb[Sd]
is S(b)[S(d)]. So CΠ(db) is the composition product S(b) ◦ S(d). By Theorem 2.4.8

ch CΠ(db) = hb[hd].

(b) The stabilizer Sb[Sd] of π(db) acts on the interval (π(db), 1̂) of Πbd. This
induces a representation of Sb[Sd] on the top homology H̃b−3(π(db), 1̂) (recall
H̃i(x, y) denotes complex homology of the open interval (x, y)). By observing that
the interval (π(db), 1̂) is isomorphic to the poset Π̄b, one can see that

H̃b−3(π(db), 1̂) ∼=Sb[Sd] H̃b−3(Π̄b)[S(d)].

Next observe that
⊕

x∈Π(db) H̃b−3(x, 1̂) is the induction of H̃b−3(π(db), 1̂) from
Sb[Sd] to Sbd. So

⊕
x∈Π(db) H̃b−3(x, 1̂) is the composition product H̃b−3(Π̄b)◦S(d).

By Theorem 2.4.8,

ch
⊕

x∈Π(db)

H̃b−3(x, 1̂) = ch H̃b−3(π(db), 1̂) ↑Sbd

Sb[Sd]

= (ch H̃b−3(Π̄b))[hd].

Theorem 2.4.8 is inadequate when λ is not of the form db. In [175, 199], more gen-
eral results are given, which enable one to derive the following generating function,
(2.4.3) ∑

λ∈Par(T,b)

(
ch

⊕
x∈Π(λ)

H̃b−3(x, 1̂)
)

zλ1 · · · zλb
= (ch H̃b−3(Π̄b))

[ ∑
i∈T

zihi

]
,

where T is any set of positive integers, Par(T, b) is the set of partitions of length b,
all of whose parts are in T , the λi are the parts of λ, and the zi are (commuting)
indeterminates.

2.4.3. The matching complex

In this subsection, we further demonstrate the power of symmetric function theory
and plethysm in computing homology. Our example is a well-studied simplicial
complex known as the matching complex, which is defined to be the simplicial
complex Mn whose vertices are the 2-element subsets of [n] and whose faces are
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collections of mutually disjoint 2-element subsets of [n]. Alternatively, Mn is the
simplicial complex of graphs on node set [n] whose degree is at most 2. Its face
poset is the proper part of the poset of partitions of [n] whose block sizes are at
most 2. It is not difficult to see that

ch Ck−1(Mn) = ek[h2]hn−2k.(2.4.4)

It follows from this and the Hopf trace formula (Theorem 2.3.9) that∑
k≥−1

(−1)k−1chH̃k(Mn) =
∑
k≥0

(−1)kek[h2]hn−2k,

which implies by Exercise 2.4.2 that∑
n≥0

∑
k≥−1

(−1)k−1chH̃k(Mn) =
∏
i≤j

(1 − xixj)
∏
i≥1

(1 − xi)−1.

The right hand side can be decomposed into Schur functions by using the following
symmetric function identity of Littlewood [121, p.238]:∏

i≤j

(1 − xixj)
∏
i≥1

(1 − xi)−1 =
∑
λ=λ′

(−1)
|λ|−r(λ)

2 sλ,

where r(λ) is the rank of λ, i.e., the size of the main diagonal (or Durfee square)
of the Young diagram for λ. From this we conclude that⊕

k≥−1

(−1)k−1H̃k(Mn) ∼=Sn

⊕
λ : λ � n
λ = λ′

(−1)
|λ|−r(λ)

2 Sλ.

With additional work involving long exact sequences of relative homology, Bouc
obtains the following beautiful refinement.

Theorem 2.4.10 (Bouc [47]). For all n ≥ 1 and k ∈ Z,

H̃k−1(Mn) ∼=Sn

⊕
λ : λ � n
λ = λ′

r(λ) = |λ| − 2k

Sλ.(2.4.5)

From Bouc’s formula one obtains a formula for the Betti number in dimension
k − 1 as the number of standard Young tableaux of self-conjugate shape and rank
n − 2k (which can be computed from the hook-length formula, Theorem 2.2.5).
This result provides an excellent illustration of the use of representation theory in
the computation of Betti numbers.

We sketch a proof of Theorem 2.4.10 due to Dong and Wachs [62], which
involves a technique called discrete Hodge theory. Let ∆ be a G-simplicial complex.
The combinatorial Laplacian Λk : Ck(∆) → Ck(∆) is defined by

Λk = δk−1∂k + ∂k+1δk.

A basic result of discrete Hodge theory is that

H̃k(∆) ∼=G kerΛk.(2.4.6)

The key observation of [62] is that when one applies the Laplacian Λk−1 to an
oriented simplex γ ∈ Ck−1(Mn), one gets

Λk−1(γ) = Tn · γ,
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where Tn =
∑

1≤i<j≤n(i, j) ∈ CSn and (i, j) denotes a transposition. It is then
shown that Tn acts on the Specht module Sλ as multiplication by the scalar cλ

defined by

cλ =
r∑

i=1

((
αi + 1

2

)
−

(
βi + 1

2

))
,

where r = r(λ), αi = λi − i, and βi = λ′
i − i. That is, αi is the number of cells to

the right of and in the same row as the ith cell of the diagonal of λ and βi is the
number of cells below and in the same column as the ith cell of the diagonal. The
array (α1, . . . , αr | β1, . . . , βr) is known as Frobenius notation for λ. Note that λ is
uniquely determined by its Frobenius notation.

Next we decompose Ck−1(Mn) into Specht modules by using (2.4.4) and an-
other symmetric function identity of Littlewood, cf., [124, I 5 Ex. 9b], namely,∏

i≤j

(1 − xixj) =
∑
ν∈B

(−1)|ν|/2sν ,

where B is the set of all partitions of the form (α1 + 1, . . . , αr + 1 | α1, . . . , αr)
for some r. This and Pieri’s rule (Theorem 2.2.11) yield the decomposition into
irreducibles:

Ck−1(Mn) ∼=
⊕

λ∈An

ak
λSλ,

where
An = {(α1, . . . , αr | β1, . . . , βr) � n : r ≥ 1, αi ≥ βi ∀ i ∈ [r]}

and ak
λ is a nonnegative integer. If λ is self-conjugate then

ak
λ =

{
1 if r(λ) = n − 2k

0 otherwise
.

Clearly for λ ∈ An, we have cλ = 0 if and only if λ is self-conjugate. It follows
that

ker Λp−1
∼=

⊕
λ : λ � n
λ = λ′

ak
λ Sλ ∼=

⊕
λ : λ � n
λ = λ′

r(λ) = n − 2k

Sλ.

Theorem 2.4.10 now follows by discrete Hodge theory (2.4.6).
There is a bipartite analog of the matching complex called the m × n chess-

board complex. This is the simplicial complex of subgraphs of the complete bi-
partite graph on node sets of size m and n, whose nodes have degree at most 1.
Alternatively, it is the simplicial complex of nonattacking rook placements on an
m × n chessboard. Friedman and Hanlon [75] use discrete Hodge theory to obtain
a chessboard complex analog of Bouc’s formula (2.4.5). (In fact the proof of (2.4.5)
described above was patterned on the Friedman-Hanlon proof.) Not only can the
Betti numbers be computed from this formula, but Shareshian and Wachs [155] use
the formula to compute torsion in the integral homology of the chessboard complex;
see Theorem 5.5.5. So representation theory has proved to be a useful tool in com-
puting torsion in integral homology as well as Betti numbers. Karaguezian, Reiner
and Wachs [105] use formula (2.4.5) and its chessboard complex analog to derive
a more general result of Reiner and Roberts [138], which computes the homology
of general bounded degree graph and bipartite graph complexes.
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The matching complex and chessboard complex have arisen in various areas of
mathematics, such as group theory (see Section 5.2), commutative algebra [138]
and discrete geometry [221]. These complexes are discussed further in Lecture 5.
See [200] for a survey article on the topology of matching complexes, chessboard
complexes and general bounded degree graph complexes.





LECTURE 3
Shellability and edge labelings

3.1. Shellable simplicial complexes

Shellability is a combinatorial property of simplicial and more general cell com-
plexes, with strong topological and algebraic consequences. Shellability first ap-
peared in the middle of the nineteenth century in Schläfli’s computation of the
Euler characteristic of a convex polytope [150]. Schläfli made the assumption,
without proof, that the boundary complex of a convex polytope is shellable. This
assumption was eventually proved in 1970 by Brugesser and Mani [52] and was
used in McMullen’s proof [126] of the famous upper bound conjecture for convex
polytopes (the upper bound conjecture is stated in Section 4.1).

The original theory of shellability applied only to pure complexes. In the early
1990’s, a nonpure simplicial complex arose in the complexity theory work of Björner,
Lovász and Yao [34] with topological properties somewhat similar to those of pure
shellable complexes. This led Björner and Wachs [40, 41] to extend the theory
of shellability to nonpure complexes. The Goresky-MacPherson formula created a
need for such an extension, since, unlike for hyperplane arrangements, the inter-
section semilattice of a subspace arrangement is not necessarily pure. As it turned
out, there were many other uses for nonpure shellability.

For each face F of a simplicial complex ∆, let 〈F 〉 denote the subcomplex
generated by F , i.e., 〈F 〉 = {G : G ⊆ F}. A simplicial complex ∆ is said to be
shellable if its facets can be arranged in linear order F1, F2, . . . , Ft in such a way
that the subcomplex

(⋃k−1
i=1 〈Fi〉

)
∩ 〈Fk〉 is pure and (dimFk − 1)-dimensional for

all k = 2, . . . , t. Such an ordering of facets is called a shelling. We emphasize
that we are not assuming purity; here shellability refers to what is commonly called
nonpure shellability.

A shelling of the boundary complex of the 3-simplex is given in Figure 3.1.1.
A pure nonshellable complex and a nonpure shellable complex are given in Fig-
ure 3.1.2, where the shading indicates that the triangles are filled in.

41
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Figure 3.1.1. Shelling of the boundary of 3-simplex

Figure 3.1.2

Exercise 3.1.1. Verify that the third and fifth simplicial complexes below are not
shellable, while the others are.

Theorem 3.1.2 (Brugesser and Mani [52]). The boundary complex of a convex
polytope is shellable.

A geometric construction called a line shelling is used to prove this result. See
Ziegler’s book [218] on polytopes for a description of this basic construction.

Shellability is not a topological property. By this we mean that shellability of a
complex is not determined by the topology of its geometric realization; a shellable
simplicial complex can be homeomorphic to a nonshellable simplicial complex. In
fact, there exist nonshellable triangulations of the 3-ball and the 3-sphere; see
[118],[218, Chapter 8], [219], [123].



LECTURE 3. SHELLABILITY AND EDGE LABELINGS 43

Shellability does have strong topological consequences, however, as is shown by
the following result. By a wedge ∨n

i=1Xi of n mutually disjoint connected topological
spaces Xi, we mean the space obtained by selecting a base point for each Xi and
then identifying all the base points with each other.

Theorem 3.1.3 (Björner and Wachs [40]). A shellable simplicial complex has the
homotopy type of a wedge of spheres (in varying dimensions), where for each i, the
number of i-spheres is the number of i-facets whose entire boundary is contained in
the union of the earlier facets. Such facets are usually called homology facets.

Proof idea. Let ∆ be a shellable simplicial complex. We first observe that any
shelling of ∆ can be rearranged to produce a shelling in which the homology facets
come last. So ∆ has a shelling F1, F2, . . . Fk in which F1, . . . , Fj are not homology
facets and Fj+1, . . . , Fk are, where 1 ≤ j ≤ k. The basic idea of the proof is that as
we attach the first j facets, we construct a contractible simplicial complex at each
step. The remaining homology facets attach as spheres since the entire boundary
of the facet is identified with a point. �
Corollary 3.1.4. If ∆ is shellable then for all i,

(3.1.1) H̃i(∆; Z) ∼= H̃i(∆; Z) ∼= Zri ,

where ri is the number of homology i-facets of ∆.

The homology facets yield more than just the Betti numbers; they form a basis
for cohomology. We discuss the connection with cohomology further in the context
of lexicographic shellability in the next section.

There are certain operations on complexes and posets that preserve shellability.
For a simplicial complex ∆ and F ∈ ∆, define the link to be the subcomplex given
by

lk∆F := {G ∈ ∆ : G ∪ F ∈ ∆, G ∩ F = ∅}.
Theorem 3.1.5 ([40]). The link of every face of a shellable complex is shellable.

Define the suspension of a simplicial complex ∆ to be

susp(∆) := ∆ ∗ {{a}, {b}},
where ∗ denotes the join, and a = b are not vertices of ∆.

Theorem 3.1.6 ([40]). The join of two simplicial complexes is shellable if and
only if each complex is shellable. In particular, susp(∆) is shellable if and only if
∆ is shellable.

Define the k-skeleton of a simplicial complex ∆ to be the subcomplex consisting
of all faces of dimension k or less.

Theorem 3.1.7 ([41]). The k-skeleton of a shellable simplicial complex is shellable
for all k ≥ 0.

A simplicial complex ∆ is said to be r-connected (for r ≥ 0) if it is nonempty
and connected and its jth homotopy group πj(∆) is trivial for all j = 1, . . . , r.
So 0-connected is the same as connected and 1-connected is the same as simply
connected. A nonempty simplicial complex ∆ is said to be r-acyclic if its jth
reduced integral homology group H̃j(∆) is trivial for all j = 0, 1, . . . , r. We say that
X is (−1)-connected and (−1)-acyclic when ∆ is nonempty. It is also convenient
to say that every simplicial complex is r-connected and r-acyclic for all r ≤ −2.
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It is a basic fact of homotopy theory that r-connected implies r-acyclic and
that the converse holds only for simply connected complexes. Another basic fact
is that a a simplicial complex is r-connected (r-acyclic) if and only if its (r + 1)-
skeleton has the homotopy type (homology) of a wedge of (r + 1)-spheres. This
makes shellability a useful tool in establishing r-connectivity and r-acyclicity.

Theorem 3.1.8. A simplicial complex is r-connected (and therefore r-acyclic) if
its (r + 1)-skeleton is pure shellable.

A poset P is said to be shellable if its order complex ∆(P ) is shellable. The
following is an immediate consequence of Theorems 3.1.5 and 3.1.6.

Corollary 3.1.9.
(a) A bounded poset P is shellable if and only if its proper part P̄ is shellable.
(b) Every (open or closed) interval of a shellable poset is shellable.
(c) The join of two posets is shellable if and only if each of the posets is

shellable.

Theorem 3.1.10 (Björner and Wachs [41]). The product of bounded posets is
shellable if and only if each of the posets is shellable.

Sometimes shellability has stronger topological consequences than homotopy
type.

Theorem 3.1.11 (Danaraj and Klee [56]). Let ∆ be a pure shellable d-dimensional
simplicial complex in which every codimension 1 face is contained in at most 2
facets. Then ∆ is homeomorphic to a d-sphere or a d-ball. Moreover, ∆ is homeo-
morphic to a d-sphere if and only if every codimension 1 face is contained in exactly
2 facets.

Note that the condition on codimension 1 faces in the Danaraj and Klee theorem
can be expressed as follows: Closed length 2 intervals of L(∆) have at most 4
elements. Pure posets in which every length 2 interval has exactly 4 elements are
said to be thin. We have the following poset version of the Danaraj and Klee result.

Theorem 3.1.12 (Björner [23]). If P̂ is pure, thin and shellable then P is isomor-
phic to the face poset of a regular cell decomposition (a generalization of simplicial
decomposition; see [92]) of an l(P )-sphere.

Many natural classes of simplicial complexes and posets, which have arisen in
various fields of mathematics, have turned out to be shellable (pure or nonpure). A
striking illustration of the ubiquity of shellability is given by the following result.

Theorem 3.1.13 (Shareshian [151]). The lattice of subgroups of a finite group G
is shellable if and only if G is solvable.

The pure version of this result, which states that the lattice of subgroups of
a finite group G is pure shellable if and only if G is supersolvable, was proved by
Björner [21] in the late 70’s by introducing a technique called lexicographic shella-
bility. Shareshian uses a general (nonpure) version of lexicographic shellability more
recently introduced by Björner and Wachs [40]. We discuss lexicographic shella-
bility in the remaining sections of this lecture. Further discussion of connections
between group theory and poset topology can be found in Section 5.2.

We end this section with two interesting conjectures. A pure simplicial complex
∆ is said to be extendably shellable if every partial shelling of ∆ extends to a shelling
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of ∆. Tverberg (see [56]) conjectured that the boundary complex of every polytope
is extendably shellable. The conjecture was settled in the negative by Ziegler [219]
who showed that there are simple and simplicial polytopes whose boundary complex
is not extendably shellable. The conjecture is, however, true for the simplex since
every ordering of the facets of the boundary complex is a shelling. Hence the
k = d − 1 case of the following conjecture holds.

Conjecture 3.1.14 (Simon [160]). For all k ≤ d, the k-skeleton of the d-simplex
is extendably shellable.

Simon’s conjecture was shown to be true for k ≤ 2 by Björner and Eriksson
[31], who extended the conjecture to all matroid complexes. Recently Hall [84]
showed that the boundary complex of the 12-dimensional cross-polytope is a coun-
terexample to the extended conjecture of Björner and Eriksson.

A simplicial complex ∆ is said to be minimally nonshellable (called an ob-
struction to shellability in [198]) if ∆ is not shellable, but every proper induced
subcomplex of ∆ is shellable. For example, the complex consisting of two disjoint
1-simplexes is a minimally nonshellable complex (see Exercise 3.1.1). Billera and
Myers [20] showed that this is the only minimally nonshellable order complex. It
is also the only 1-dimensional minimally nonshellable simplicial complex. It was
shown by Wachs [198] that the number of vertices in any 2-dimensional minimally
nonshellable simplicial complex is either 5, 6 or 7; hence there are only finitely many
such complexes.

Conjecture 3.1.15 (Wachs). There are only finitely many d-dimensional mini-
mally nonshellable simplicial complexes (obstructions to shellability) for each d.

3.2. Lexicographic shellability

In the early 1970’s, Stanley [163, 164] introduced a technique for showing that
the Möbius function of rank-selected subposets of certain posets alternates in sign.
This technique involved labeling the edges of the Hasse diagram of the poset in
a certain way. Stanley conjectured that the posets that he was considering were
Cohen-Macaulay, a topological (and algebraic) property of simplicial complexes
implied by shellability (cf., Section 4.1). Björner [21] proved this conjecture by
finding a condition on edge labelings which implies shellability of the poset. From
this emerged the theory of lexicographic shellability, which was further developed
in a series of papers by Björner and Wachs, first in the pure case [37, 38] and later
in the general (nonpure) case [40, 41].

There are two basic versions of lexicographic shellability, EL-shellability and
CL-shellability. In this section we begin with the simpler but less powerful version,
EL-shellability, and discuss some of its consequences.

An edge labeling of a bounded poset P is a map λ : E(P ) → Λ, where E(P ) is
the set of edges of the Hasse diagram of P , i.e., the covering relations x <· y of P ,
and Λ is some poset (usually the integers Z with its natural total order relation).
Given an edge labeling λ : E(P ) → Λ, one can associate a word

λ(c) = λ(0̂, x1)λ(x1, x2) · · ·λ(xt, 1̂)

with each maximal chain c = (0̂ <· x1 <· · · · <· xt <· 1̂). We say that c is increasing
if the associated word λ(c) is strictly increasing. That is, c is increasing if

λ(0̂, x1) < λ(x1, x2) < · · · < λ(xt, 1̂).
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Figure 3.2.1. EL-labeling

We say that c is decreasing if the associated word λ(c) is weakly increasing. We can
order the maximal chains lexicographically by using the lexicographic order on the
corresponding words. Any edge labeling λ of P restricts to an edge labeling of any
closed interval [x, y] of P . So we may refer to increasing and decreasing maximal
chains of [x, y], and lexicographic order of maximal chains of [x, y].

Definition 3.2.1. Let P be a bounded poset. An edge-lexicographical labeling (EL-
labeling, for short) of P is an edge labeling such that in each closed interval [x, y]
of P , there is a unique increasing maximal chain, which lexicographically precedes
all other maximal chains of [x, y].

An example of an EL-labeling of a poset is given in Figure 3.2.1. The leftmost
chain, which has associated word 123, is the only increasing maximal chain of the
interval [0̂, 1̂]. It is also lexicographically less than all other maximal chains. One
needs to check each interval to verify that the labeling is indeed an EL-labeling.

A bounded poset that admits an EL-labeling is said to be edge-lexicographic
shellable (EL-shellable, for short). The following theorem justifies the name.

Theorem 3.2.2 (Björner [21], Björner and Wachs [40]). Suppose P is a bounded
poset with an EL-labeling. Then the lexicographic order of the maximal chains of
P is a shelling of ∆(P ). Moreover, the corresponding order of the maximal chains
of P̄ is a shelling of ∆(P̄ ).

Exercise 3.2.3. Prove Theorem 3.2.2.

It is for nonbounded posets that shellability has interesting topological conse-
quences since the order complex of a bounded poset is a just a cone.

Theorem 3.2.4 (Björner and Wachs [40]). Suppose P is a poset for which P̂
admits an EL-labeling. Then P has the homotopy type of a wedge of spheres, where
the number of i-spheres is the number of decreasing maximal (i + 2)-chains of P̂ .
The decreasing maximal (i + 2)-chains, with 0̂ and 1̂ removed, form a basis for
cohomology H̃i(P ; Z).

The first part of Theorem 3.2.4 is a consequence of Theorems 3.1.3 and 3.2.2.
Indeed, the proper parts of the decreasing chains are the homology facets of the
shelling of ∆(P ) induced by the lexicographic order of maximal chains of P̂ . To es-
tablish the second part, one needs only show that the proper parts of the decreasing
chains span cohomology. This is proved by showing that the cohomology relations
enable one to express a maximal chain with an ascent as the negative of a sum
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ascent descents

lexicogrpahically
larger

Figure 3.2.2. Straightening step

of lexicographically larger maximal chains. This provides a step in a “straighten-
ing” algorithm for expressing maximum chains as linear combinations of decreasing
maximum chains. See Figure 3.2.2.

Remark 3.2.5. In Björner’s original version of EL-shellability, the unique increas-
ing maximal chain was required to be weakly increasing and the decreasing chains
were required to be strictly decreasing. The two versions have the same topological
and algebraic consequences, but it is unknown whether they are equivalent.

Example 3.2.6. In the EL-labeling given in Figure 3.2.1, the two rightmost maxi-
mal chains are the only decreasing maximal chains. One has length 3 and the other
has length 2. It follows form Theorem 3.2.4 that the order complex of the proper
part of the poset has the homotopy type of a wedge of a 1-sphere and a 0-sphere.
This is consistent with the fact that the order complex of the proper part of the
poset consists of the barycentric subdivision of the boundary of a 2-simplex and an
isolated point.

3.2.1. The Boolean algebra Bn.

There is a very natural EL-labeling of the Boolean algebra Bn; simply label the
covering relation A1 ⊂· A2 with the unique element in the singleton set A2 − A1.
The maximal chains correspond to the permutations in Sn. It is easy to see that
each interval has a unique increasing chain that is lexicographically first. There is
only one decreasing chain which is consistent with the fact that ∆(B̄n) is a sphere.
See Figure 3.2.3.

For each k ≤ n, define the truncated Boolean algebra Bk
n to be the subposet of

Bn given by
Bk

n = {A ⊆ [n] : |A| ≥ k}.
Define an edge labeling λ of Bk

n ∪ {0̂} as follows:

λ(A1, A2) =

{
max A2 if A1 = 0̂ and |A2| = k

a if A2 − A1 = {a}.

It is easy to check that this is an EL-labeling. The decreasing chains correspond to
permutations with descent set {k, k +1, . . . , n− 1}. Hence dim H̃n−k−1(B̄k

n) equals
the number of permutations in Sn with descent set {k, . . . , n−1}, which equals the
number of standard Young tableaux of hook shape k1n−k. An equivariant version of



48 WACHS, POSET TOPOLOGY

12 13 23

1 2 3

123

1 2 3

1

2

1

2

3 3

3

1

2

Figure 3.2.3. EL-labeling of B3

this result is given by the following special case of a result of Solomon (the general
result is given in Section 3.4).

Theorem 3.2.7 (Solomon [161]). For all k ≤ n,

H̃n−k−1(B̄k
n) ∼=Sn

S(k1n−k).

Combinatorial proof idea. We use a surjection from the set of tableaux of shape
k1n−k to the set of maximal chains of B̄k

n, illustrated by the following example in
which n = 5 and k = 2.

3 1
2
4
5

�→ ({3, 1} <· {3, 1, 2} <· {3, 1, 2, 4}).

The surjection determines a surjective Sn-homomorphism from the tableaux mod-
ule Mλ to the chain space Cn−k−2(B̄k

n; C). To show that this homomorphism in-
duces a surjective homomorphism from the quotient space Sλ to the quotient space
H̃n−k−2(B̄k

n) = Cn−k−2(B̄k
n; C)/Bn−k−2(B̄k

n; C), we observe that the row relations
map to 0 in Cn−k−2(B̄k

n; C) and show that the Garnir relations map to coboundary
relations. Since the dimensions of the two vector spaces are equal, the homomor-
phism is an isomorphism. We demonstrate the fact that Garnir relations map to
cohomology relations on two examples and leave the general proof as an exercise.
The Garnir relation

3 1
2
4

+
3 1
4
2

maps to the sum of maximal chains of the proper part of the poset

1234

123

13

φ

134
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The Garnir relation
3 1
2
4

+
2 1
3
4

+
2 3
1
4

maps to the sum of maximal chains of the proper part of the poset

φ

13 12 23

123

1234

�

3.2.2. The partition lattice Πn.

We give two different EL-labelings of the partition lattice. The first one, due to
Gessel, appears in [21], and the second one is due to Wachs [196]. If x <· y in Πn

then y is obtained from x by merging two blocks, say B1 and B2. For the first edge
labeling λ1, let

λ1(x, y) = max{minB1,minB2}
and for the second edge labeling λ2, let

λ2(x, y) = maxB1 ∪ B2.

The increasing chain from 0̂ to 1̂ is the same for both labelings; it consists of
partitions with only one nonsingleton block. More precisely, the chain is given by

0̂ <· {1, 2} <· {1, 2, 3} <· · · · <· 1̂,

where we have written only the nonsingleton block of each partition in the chain.
We leave it as an exercise to show that these labelings are EL-labelings of the
partition lattice.

The decreasing maximal chains for λ1 and λ2 are not the same. We describe
those for λ2 first. They also consist of partitions with only one nonsingleton block
and are of the form

cσ := (0̂ <· {σ(n), σ(n − 1)} <· {σ(n), σ(n − 1), σ(n − 2)} <· · · ·
<· {σ(n), σ(n − 1), σ(n − 2), . . . , σ(1)} = 1̂),

where σ ∈ Sn and σ(n) = n. We conclude that the homotopy type of Π̄n is given
by

(3.2.1) Π̄n �
∨

(n−1)!

Sn−3

and that the chains c̄σ, where σ ∈ Sn and σ(n) = n, form a basis for H̃n−3(Π̄n, Z).
From this basis one can immediately see that

(3.2.2) H̃n−3(Πn) ↓Sn

Sn−1
∼=Sn−1 H̃n−3(Πn) ↓Sn

Sn−1
∼=Sn−1 CSn−1,

a result obtained by Stanley [167] as a consequence of his formula for the full
representation of Sn on H̃n−3(Π̄n) (Theorem 4.4.7).
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Figure 3.2.4. Π3124

Next we describe a nice basis for homology of Π̄n that is dual to the decreasing
chain basis for λ2. To split a permutation σ ∈ Sn at positions j1 < j2 < · · · < jk

in [n − 1] is to form the partition

σ(1), σ(2), . . . , σ(j1) / σ(j1+1), σ(j1+2), . . . , σ(j2) / . . . / σ(jk+1), σ(jk+2), . . . , σ(n)

of [n]. For each σ ∈ Sn, let Πσ be the induced subposet of the partition lattice
Πn consisting of partitions obtained by splitting the permutation σ at any set of
positions in [n − 1] . The subposet Π3124 of Π4 is shown in Figure 3.2.4. Each
poset Πσ is isomorphic to the subset lattice Bn−1. Therefore ∆(Π̄σ) is an (n − 3)-
sphere embedded in ∆(Π̄n), and hence it determines a fundamental cycle ρσ ∈
H̃n−3(Π̄n; Z).

Theorem 3.2.8 (Wachs [196]). The set {ρσ : σ ∈ Sn, σ(n) = n} forms a basis
for H̃n−3(Π̄n; Z) dual to the decreasing chain basis {c̄σ : σ ∈ Sn, σ(n) = n} for
cohomology. Call the homology basis, the splitting basis.

Now we describe the decreasing chain basis for cohomology for the EL-labeling
λ1 and its dual basis for homology. Given any rooted nonplanar (i.e. children of a
node are unordered) tree T on node set [n], by removing any set of edges of T , one
forms a partition of [n] whose blocks are the node sets of the connected components
of the resulting graph. Let ΠT be the induced subposet of the partition lattice Πn

consisting of partitions obtained by removing edges of T ; see Figure 3.2.5. (If T is
a linear tree then ΠT is the same as Πσ, where σ is the permutation obtained by
reading the nodes of the tree from the root down.) Each poset ΠT is isomorphic
to the subset lattice Bn−1. We let ρT be the fundamental cycle of the spherical
complex ∆(Π̄T ). Let T be an increasing tree on node set [n], i.e., a rooted nonplanar
tree on node set [n] in which each node i is greater than its parent p(i). We form
the chain cT in ΠT , from top down, by removing the edges {i, p(i)}, one at a time,
in increasing order of i. For the increasing tree T in Figure 3.2.5,

cT = (1/2/3/4 <· 3/24/1 <· 324/1 <· 1234).

We claim that the cT , where T is an increasing tree on node set [n], are the de-
creasing chains of λ1.
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Figure 3.2.5. T and ΠT

Theorem 3.2.9. Let Tn be the set of increasing trees on node set [n]. The set
{ρT : T ∈ Tn} forms a basis for H̃n−3(Π̄n; Z) dual to the decreasing chain basis
{c̄T : T ∈ Tn} for cohomology. Call the homology basis, the tree splitting basis.

Exercise 3.2.10.
(a) Show λ1 is an EL-labeling whose decreasing maximal chains are of the

form cT , where T is an increasing tree.
(b) Prove Theorem 3.2.9
(c) Show λ2 is an EL-labeling whose decreasing maximal chains are of the

form cσ, where σ ∈ Sn is such that σ(n) = n.
(d) Prove Theorem 3.2.8.

Both of the EL-labelings and their corresponding bases are special cases of more
general constructions. The first EL-labeling λ1 and its bases are specializations of
constructions for geometric lattices due to Björner [21, 22]; this is discussed in
the next section. The second EL-labeling λ2 generalizes to all Dowling lattices;
see the next exercise. A geometric interpretation of the splitting basis, in which
the fundamental cycles correspond to bounded regions in an affine slice of the real
braid arrangement, is given by Björner and Wachs [42]. This leads to analogs of the
splitting basis for intersection lattices of other Coxeter arrangements, in particular
the type B partition lattice ΠB

n . An analog of the splitting basis for all Dowling
lattices is given by Gottlieb and Wachs [83].

Exercise 3.2.11 (Gottlieb [81, Section 7.3]).
(a) Find an EL-labeling of the type B partition lattice ΠB

n analogous to the
EL-labeling λ2 of Πn.

(b) Describe the decreasing chains in terms of signed permutations in Sn[Z2]
whose right-to-left maxima are positive, where for i = 1, 2, . . . n, we say
that σ(i) is a right-to-left maxima of σ if |σ(i)| > |σ(j)| for all j = i . . . n.

(c) Show that the number of decreasing chains is (2n−1)!! := 1 ·3 · · · (2n−1),
thereby recovering the well-known fact that Π̄B

n has the homotopy type
of a wedge of (2n − 1)!!-spheres of dimension n − 2.

A partition π ∈ Πn is said to be noncrossing if for all a < b < c < d, whenever
a, c are in a block B of π and b, d are in a block B′ of π then B = B′. Let NCn be
the induced subposet of Πn consisting of noncrossing partitions. This poset, known
as the noncrossing partition lattice, was first introduced by Kreweras [113] who
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showed that it is a graded lattice with Möbius invariant equal to the signed Catalan
number (−1)n−1 1

n

(
2n−2
n−1

)
. It has since undergone extensive study due to its many

fascinating properties and its connections to various diverse fields of mathematics
such as combinatorics, discrete geometry, mathematical biology, geometric group
theory, low dimensional topology, and free probability; see the survey papers of
Simion [159] and McCammond [125].

Björner and Edelman showed that NCn is EL-shellable (see Exercise 3.2.12).
Reiner [137] introduced an analog of the noncrossing partition lattice for the type
B Coxeter group, and established many of the same properties held by NCn, includ-
ing EL-shellability. A generalization of the types A and B noncrossing partition
lattices to all finite Coxeter groups was recently introduced in the geometric group
theory /low dimensional topology work of Bessis [17] and Brady and Watt [49].
This generalization is discussed in Section 3.3. The Möbius function for the type
D noncrossing partition lattice was computed by Athanasiadis and Reiner and the
question of EL-shellability was raised [7]. The general Coxeter group noncross-
ing partition lattices were subsequently shown to be EL-shellable by Athanasiadis,
Brady and Watt [6].

Exercise 3.2.12 (Björner and Edelman, cf. [21]).
(a) Show that the restriction to NCn of one of the EL-labelings of Πn described

above is an EL-labeling.
(b) Describe the decreasing chains for the EL-labeling and show that their

number is the Catalan number 1
n

(
2n−2
n−1

)
.

Exercise 3.2.13 (Stanley [171]). Define an edge labeling for NCn by

λ(x, y) = max{i ∈ B1 : i < minB2},
where B1 and B2 are the blocks of x that are merged to obtain y and minB1 <
minB2.

(a) Show that λ is an EL-labeling of NCn.
(b) Show that the decreasing chains correspond bijectively, via the labeling,

to the sequences of the form (a1 ≥ a2 ≥ · · · ≥ an−1) where an−i ∈ [i]
for all i ∈ [n − 1]. Show that the number of such sequences is a Catalan
number.

This labeling is particularly interesting because the maximal chains correspond
bijectively, via this labeling, to a well-studied class of sequences called parking
functions; see [171].

3.2.3. Geometric lattices

A geometric lattice is a lattice L that is semimodular (which means that for all
x, y ∈ L, the join x ∨ y covers y whenever x covers the meet x ∧ y) and atomic
(which means every element of L is the join of atoms). Some fundamental examples
are the subset lattice Bn, the subspace lattice Bn(q), the partition lattice Πn, the
type B partition lattice ΠB

n , and more generally, the intersection lattice L(A) of any
central hyperplane arrangement. Geometric lattices are fundamental structures of
matroid theory. It is easy to show that geometric lattices are pure.

We describe an edge labeling for geometric lattices, which comes from Stanley’s
early work [164] on rank-selected Möbius invariants and was one of the main moti-
vating examples for Björner’s original work [21] on EL-shellability. Fix an ordering
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a1, a2, . . . , ak of the atoms of the geometric lattice L. Then label each edge x <· y of
the Hasse diagram with the smallest i for which x∨ ai = y. Note that if the atoms
of the subset lattice Bn are ordered {1}, {2}, . . . , {n}, then the geometric lattice
EL-labeling is precisely the labeling given in Section 3.2.1.

Exercise 3.2.14.
(a) Show that the edge labeling for geometric lattices described above is an

EL-labeling.
(b) Find an ordering of the atoms of Πn such that the induced geometric

lattice EL-labeling is equivalent to the EL-labeling λ1 of Section 3.2.2.
(c) Is λ2 of Section 3.2.2 equivalent to a geometric lattice EL-labeling for

some ordering of the atoms?
(d) Show that every semimodular lattice has an EL-labeling.

The decreasing chains of the geometric lattice EL-labeling have a very nice
characterization, due to Björner [22], which is described in the language of matroid
theory. A set A of atoms in a geometric lattice L is said to be independent if
r(∨A) = |A|. A set of atoms that is minimally dependent (i.e., every proper subset
is independent) is called a circuit. An independent set of atoms that can be obtained
from a circuit by removing its smallest element (with respect to the fixed ordering
a1, a2, . . . , ak of the atoms of L) is called a broken circuit. A maximal independent
set of atoms is said to be an NBC base if contains no broken circuits. There is a
natural bijection from the NBC bases of L to the decreasing chains of L. Indeed,
given any NBC base A = {ai1 , . . . , air}, where 1 ≤ i1 < i2 < · · · < ir ≤ k, construct
the maximal chain

cA := (0̂ < air
< air

∨ air−1 < · · · < air
∨ air−1 ∨ · · · ∨ ai1 = 1̂).

It is not difficult to check that the label sequence of cA is (ir, ir−1, . . . , i1), which
is decreasing, and that the map A �→ cA is a bijection from the NBC bases of L to
the decreasing chains of L. We conclude that the set {c̄A : A is an NBC base of L}
is a basis for top cohomology of L.

Björner [22] also constructs a basis for homology of L indexed by the NBC
bases, which is dual to the cohomology basis described above. Any independent
set of atoms in a geometric lattice generates (by taking joins) a Boolean algebra
embedded in the geometric lattice. Given any independent set of atoms A, let LA

be the Boolean algebra generated by A and let ρA be the fundamental cycle of L̄A.

Theorem 3.2.15 (Björner [22]). Fix an ordering of the set of atoms of a geometric
lattice L. The set

{ρA : A is an NBC base of L}
is a basis for top homology of L̄, which is dual to the decreasing chain basis

{c̄A : A is an NBC base of L}
for top cohomology.

Exercise 3.2.16. Prove Theorem 3.2.15.

Exercise 3.2.17. Show that the tree splitting basis for homology of the partition
lattice is an example of a Björner NBC basis.

For further reading on the homology of geometric lattices see Björner’s book
chapter [26].
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Figure 3.2.6. Interval of Π6,3

3.2.4. The k-equal partition lattice

In this section we present the original example that motivated the Björner-Wachs
extension of the theory of shellability from pure to nonpure complexes. This inter-
esting example played a pivotal role in two other important developments, namely
the use of poset topology in complexity theory (Björner, Lovász and Yao [34, 33])
and the derivation of the equivariant version of the Goresky-MacPherson formula
(Sundaram and Welker [184]).

The k-equal partition lattice Πn,k is the subposet of Πn consisting of partitions
that have no blocks of size {2, 3, . . . , k − 1}. This lattice is not a geometric lattice
when k > 2. It’s not even pure; consider the interval of Π6,3 shown in Figure 3.2.6.

The k-equal partition lattice arose in the early 1990’s from the “k-equal prob-
lem” in complexity theory: Given a sequence of n real numbers x1, . . . , xn, deter-
mine whether or not some k of them are equal. Björner, Lovász and Yao [34, 33]
obtained the following lower bound on the complexity of the k-equal problem by
studying the topology of Π̄n,k,

max{n − 1, n log3

n

3k
}.

This lower bound differs by a factor of only 16 from the best upper bound. The k-
equal problem translates into a subspace arrangement problem; namely determine
whether or not the point (x1, . . . , xn) is in the complement of the real subspace
arrangement An,k, called the k-equal arrangement, consisting of subspaces of the
form

{(x1, . . . , xn) ∈ Rn : xi1 = xi2 = · · · = xik
},

where 1 ≤ i1 < · · · < ik ≤ n. Björner and Lovász [33] show that the sum of the
Betti numbers of the complement of the k-equal arrangement gives a lower bound
for the depth of the best decision tree for the k-equal problem. They then use the
Goresky-MacPherson formula (Theorem 1.3.8) to reduce the complexity problem
to that of studying the topology of lower intervals in the intersection lattice of An,k,
which is isomorphic to Πn,k.
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Björner and Welker [45] prove that all open intervals of Πn,k have the homotopy
type of a wedge of spheres of varying dimensions. Since homotopy type of a wedge of
spheres (of top dimension) is the main topological consequence of pure shellability,
this result led Björner and Wachs to consider shellability for nonpure complexes.

We now present the nonpure EL-labeling of Πn,k obtained in [40] . First linearly
order the label set {1̄ < 2̄ < · · · < n̄ < 1 < 2 < · · · < n}. Now label the edge π <· τ
as follows:

λ(π, τ) =

⎧⎪⎨
⎪⎩

max B if a new block B is formed from singleton blocks
a if a nonsingleton block is merged with a singleton {a}
max B1 ∪ B2 if two nonsingletons B1 and B2 are merged.

Exercise 3.2.18. Show that λ is an EL-labeling of Πn,k.

We next describe the decreasing maximal chains. Given a hook shape Young
diagram k1m, by the corner of the hook we mean the cell in the first row and
first column, and by the leg of T we mean the first column of T minus the corner.
We refer to a skew diagram as a k-broken skew hook diagram if it is the disjoint
union of hooks H1, H2, . . . , Ht of the form k1m, where m is arbitrary. The tableaux
in Figure 3.2.7 are reverse standard tableaux (i.e. column and row entries are
decreasing rather than increasing) of 3-broken skew hook shape. For each reverse
standard tableau T of k-broken skew hook shape, with entries in [n], let π

T
be the

partition in Πn,k whose nonsingleton blocks are B1, . . . , Bt, where Bi is the set of
entries of T in the hook Hi. For the tableaux in Figure 3.2.7,

π
T

= 15, 14, 3, 9, 8, 5/10, 7, 1, 2/13, 11, 4, 12, 6

and

π
T ′ = 15, 14, 3, 9, 8, 5/10, 7, 1/13, 11, 4, 12, 6/2.

Given a reverse standard tableau T of k-broken skew hook shape, we let a be the
smallest entry among all entries of T that are either in the leg of a hook or in the
corner of a hook that has no leg. In the former case we let T ′ be the standard
tableau of k-broken skew hook shape obtained by removing a from T . In the latter
case we let T ′ be the standard tableau of k-broken skew hook shape obtained by
removing the entire hook (which is a row) containing a. In either case, we refer to
the tableau T ′ as the predecessor of T . In Figure 3.2.7, T ′ is the predecessor of T .
For each reverse standard tableau T of k-broken skew hook shape, with n cells and
entries in [n], let cT be the maximal chain of Πn,k such that

• π
T
∈ cT

• the upper segment cT ∩ [π
T
, 1̂] is the chain

π
T

= B1/B2/ . . . /Bt < B1 ∪ B2/B3/ . . . /Bt < · · · < B1 ∪ · · · ∪ Bt = 1̂

• the lower segment cT ∩ [0̂, π
T
] is the chain

0̂ = π
T0

< π
T1

< · · · < π
Tn−t(k−1)

= π
T
,

where Ti is the predecessor of Ti+1.

For the tableau T of Figure 3.2.7, the maximal chain cT is given by
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T =

13 11 4
12
6

10 7 1
2

15 14 3
9
8
5

T ′ =

13 11 4
12
6

10 7 1
15 14 3
9
8
5

Figure 3.2.7.

1̂ > 15, 14, 3, 9, 8, 5, 10, 7, 1, 2/13, 11, 4, 12, 6
> 15, 14, 3, 9, 8, 5/10, 7, 1, 2/13, 11, 4, 12, 6
> 15, 14, 3, 9, 8, 5/10, 7, 1/13, 11, 4, 12, 6
> 15, 14, 3, 9, 8/10, 7, 1/13, 11, 4, 12, 6
> 15, 14, 3, 9, 8/10, 7, 1/13, 11, 4, 12
> 15, 14, 3, 9/10, 7, 1/13, 11, 4, 12
> 15, 14, 3/10, 7, 1/13, 11, 4, 12
> 15, 14, 3/13, 11, 4, 12
> 15, 14, 3/13, 11, 4
> 15, 14, 3
> 0̂

where only the nonsingleton blocks are shown.

Exercise 3.2.19.
(a) [40] Show that the set of decreasing chains with respect to λ is the set

{cT : T is a reverse standard tableau of k-broken skew hook shape,
with n cells and n in the corner of the leftmost hook}.

(b) [40] Show that the Betti numbers are given by

β̃n−3−t(k−2)(Π̄n,k) =
∑

j1 + j2 + . . . + jt = n
ji ≥ k

(
n − 1

j1 − 1, j2, . . . , jt

) t∏
i=1

(
ji − 1
k − 1

)

where t ≥ 1, and

β̃i(Π̄n,k) = 0

if i is not of the form n − 3 − t(k − 2) for any t ≥ 0.
(c) [182] Prove that

H̃n−3−t(k−2)(Π̄n,k) ↓Sn

Sn−1
∼=Sn−1

⊕
D

SD
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summed over all k-broken skew hook diagrams D of size n in which the
corner of the leftmost hook is removed. This is equivalent to

H̃n−3−t(k−2)(Π̄n,k) ↓Sn

Sn−1
∼=

⊕
j1 + j2 + . . . + jt = n

ji ≥ k

S1jt−k • S(k−1) •
t−1∏
i=1

S(k1ji−k),

where • and
∏

denote induction product.

The decreasing chains given in Exercise 3.2.19(a) were also used by Sundaram
and Wachs [182] to obtain a formula for the unrestricted representation of Sn

on H̃n−3−t(k−2)(Π̄n,k), involving composition product of representations. In or-
der to transfer the representation of the symmetric group on homology of the k-
equal partition poset to representations of the symmetric group on the homology
of the complement MAn,k

:= Rn −∪An,k of the real k-equal arrangement An,k and
the complement MAC

n,k
:= Cn − ∪AC

n,k of the complex k-equal arrangement AC

n,k,
Sundaram and Welker derived an equivariant version of the Goresky-MacPherson
formula; see Theorem 5.4.2. By computing the multiplicity of the trivial represen-
tation in the homology of the complement, they obtain Betti numbers for the orbit
spaces MAn,k

/Sn and MC

An,k
/Sn. For instance, they recover the following result

of Arnol’d [3]:

(3.2.3) β̃i(MC

An,k
/Sn) =

{
1 if i = 2k − 3
0 otherwise.

The orbit space MC

An,k
/Sn is homeomorphic to the space of monic polynomials of

degree n whose roots have multiplicity at most k − 1.
Type B and D analogs of the k-equal arrangement and the k-equal partition

lattice were studied by Björner and Sagan [36]. Gottlieb [82] extended this study
to Dowling lattices.

3.3. CL-shellability and Coxeter groups

We now consider a more powerful version of lexicographic shellability called chain-
lexicographic shellability (CL-shellability for short). This tool was introduced by
Björner and Wachs in the early 1980’s in order to establish shellability of Bruhat
order on a Coxeter group [37].

For a bounded poset P , let ME(P ) be the set of pairs (c, x <· y) consisting of
a maximal chain c and an edge x <· y along that chain. A chain-edge labeling of
P is a map λ : ME(P ) → Λ, where Λ is some poset, satisfying: If two maximal
chains coincide along their bottom d edges, then their labels also coincide along
these edges.

An example of a chain-edge labeling is given in Figure 3.3.1. Note that one of
the edges has two labels. This edge receives label 3 if it is paired with the leftmost
maximal chain and receives label 1 if it is paired with the other maximal chain that
contains the edge.

Just as for edge labelings, we need to restrict chain-edge labelings λ : ME(P ) →
Λ to intervals [x, y]. The complication is that since there can be more than one way
to label an edge depending upon which maximal chain it is paired with, there can
be more than one way to restrict λ to ME([x, y]). It follows from the definition of
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Figure 3.3.1. chain edge labeling

chain-edge labeling that each maximal chain r of [0̂, x] determines a unique restric-
tion of λ to ME([x, y]). This enables one to talk about increasing and decreasing
maximal chains and lexicographic order of maximal chains in the rooted interval
[x, y]r.

Definition 3.3.1. Let P be a bounded poset. A chain-lexicographic labeling (CL-
labeling, for short) of P is a chain-edge labeling such that in each closed rooted
interval [x, y]r of P , there is a unique strictly increasing maximal chain, which
lexicographically precedes all other maximal chains of [x, y]r. A poset that admits
a CL-labeling is said to be CL-shellable.

The chain-edge labeling of Figure 3.3.1 is a CL-labeling. The unique increasing
maximal chain of the poset is the leftmost maximal chain.

It is easy to see that EL-shellability implies CL-shellability. All the conse-
quences of EL-shellability discussed in Section 3.2 are also consequences of the more
general CL-shellability. It is unknown whether CL-shellability and EL-shellability
are equivalent notions.

We now present the original example that motivated this more technical version
of lexicographic shellability.

Definition 3.3.2. A Coxeter system (W, S) consists of a a group W together with
a set of generators S such that the following relations form a presentation of W :

• s2 = e, for all s ∈ S
• (st)ms,t = e, where ms,t ≥ 2, for certain s = t ∈ S.

The group W is said to be a Coxeter group.

Finite Coxeter groups can be characterized as finite reflection groups, i.e, fi-
nite groups generated by linear reflections in Euclidean space. Coxeter groups are
an important class of groups, which have fascinating connections to many areas
of mathematics, including combinatorics; see the chapter by Fomin and Reading
in this volume [71] and the recent book of Björner and Brenti [30]. The finite
irreducible Coxeter groups have been completely classified. There are four infinite
families and six exceptional irreducible Coxeter groups. The most basic family con-
sists of the type A Coxeter groups, which are the symmetric groups Sn with the
adjacent transpositions (i, i + 1), i = 1, . . . , n− 1, forming the generating set. This
is the reflection group of the (type A) braid arrangement. It is also the group of
symmetries of the n-simplex. The hyperoctahedral groups Sn[Z2] with generators
given by signed adjacent transpositions (1,−1) and (i, i + 1), i = 1, . . . , n− 1, form



LECTURE 3. SHELLABILITY AND EDGE LABELINGS 59

the type B family. This is the reflection group of the type B braid arrangement. It
is also the symmetry group of the n-cube and the n-cross-polytope.

Let (W, S) be a Coxeter system. Every σ ∈ W can be expressed as a product,

σ = s1 . . . sk,

where si ∈ S. The word s1 . . . sk is said to be a reduced expression for σ if its length
k is minimum among all words whose product is σ. The length l(σ) of σ is defined
to be the length of a reduced expression for σ.

Bruhat order on W is a partial order relation on W that is defined via the
covering relation, σ <·τ if

• τ = tσ, for some t ∈ T := {αsα−1 : s ∈ S, α ∈ W}
• l(τ) = l(σ) + 1.

For any subset J of the generating set S, there is an induced subposet of Bruhat
order on W , called the quotient by J , defined as follows

W J := {σ ∈ W : sσ > σ for all s ∈ J}.
Note W = W ∅.

Bruhat order describes the inclusion relationships of the Schubert subvarieties
of a flag manifold. It was conjectured by de Concini and Stanley in the late 1970’s
that any open interval of of Bruhat order on a quotient of a Coxeter group is
homeomorphic to a d-sphere or a d-ball, where d is the length of the interval.
This result was needed by de Concini and Lakshmibai [57] in their work on Cohen-
Macaulayness of homogeneous coordinate rings of certain generalized Schubert vari-
eties. In an attempt to prove the conjecture by establishing EL-shellability, Björner
and Wachs instead came up with the notion of CL-shellability and constructed a
CL-labeling of the dual Bruhat poset (call this a dual CL-labeling). This labeling
relied on the following well-known characterization of Bruhat order.

Theorem 3.3.3 (Subword characterization of Bruhat order). Let (W, S) be a Cox-
eter system. Then σ < τ in Bruhat order on W if and only if for any reduced
expression w for τ there is a reduced expression for σ that is a subword of w.

We describe the dual CL-labeling of intervals [σ, τ ] of W J (this works for infinite
W as well as finite W ). Fix a reduced expression w for τ . It follows easily from
the subword characterization that as we travel down a maximal chain, we delete
(unique) letters of w one at a time until we reach a reduced word for σ. Label the
edges of each maximal chain from top down with the position of the letter in w
that is crossed out. This is illustrated in Figure 3.3.2 on the full interval [e, 321] of
Bruhat order on S3, where si denotes the adjacent transposition (i, i + 1).

Theorem 3.3.4 (Björner and Wachs [37]). The dual chain-edge labeling described
above is a dual CL-labeling of closed intervals of Bruhat order on W J . The number
of decreasing chains (from top to bottom) is 1 if J = ∅ and is at most 1 otherwise.

It follows from Theorem 3.3.4 that every open interval (σ, τ) of W J has the
homotopy type of a (l(τ) − l(σ) − 2)-sphere or is contractible. A stronger topo-
logical consequence can be obtained by using the Danaraj and Klee result (Theo-
rem 3.1.11). Indeed, it can be shown that every closed interval of length 2 in W
has exactly 4 elements and that every closed interval of length 2 in W J has at most
4 elements.
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Figure 3.3.2. Dual CL-labeling of S3

Corollary 3.3.5. Every open interval (σ, τ) of Bruhat order on a quotient W J of a
Coxeter group W is homeomorphic to a (l(τ)−l(σ)−2)-sphere or a (l(τ)−l(σ)−2)-
ball. If J = ∅ then (σ, τ) is homeomorphic to a (l(τ) − l(σ) − 2)-sphere.

Besides for quotients, there are other interesting classes of induced subposets of
Bruhat order such as descent classes, studied by Björner and Wachs [39], and the
subposet of involutions, which arose in algebraic geometry work of Richardson and
Springer [143]. There is a natural notion of descent set for general Coxeter groups
which generalizes the descent set of a permutation. A descent class of a Coxeter
system (W, S) is the set of all elements whose descent set is some fixed subset of
S. Björner and Wachs used the chain-edge labeling described above to show that
every finite interval of any descent class of any Coxeter group is dual CL-shellable.
This chain-edge labeling does not work for the subposet of involutions because the
maximal chains of the subposet are not maximal in the full poset. Recently Incitti
found an EL-labeling that does work for the classical Weyl groups (i.e., the type
A, B or D Coxeter groups) and conjectured that his result extends to all intervals
of all (finite or infinite) Coxeter groups. More recently, Hultman [98] proved the
main consequence of this conjecture, namely that all intervals of Bruhat order on
the set of involutions of a Coxeter group are homeomorphic to spheres.

An alternative way to label the edges of Hasse diagram of W J is by labeling
the edge σ <· τ with the element t ∈ T such that τ = tσ. By imposing a certain
linear order on T , Edelman [67] showed that this edge labeling is an EL-labeling
for the symmetric group. Proctor [132] did the same for the classical Weyl groups.
Several years after the introduction of CL-shellability, Dyer [65] found a way to
linearly order T so that the edge labeling by elements of T is an EL-labeling for
all Coxeter groups and all quotients. Dyer’s linear order (called reflection order)
was recently used by Williams [210] to obtain an EL-labeling of the poset of cells
in a certain cell decomposition of Rietsch [144] of the totally nonnegative part of
an arbitrary flag variety (for any reductive linear algebraic group). This and the
fact that the poset is thin (cf., Theorem 3.1.12) led Williams to conjecture that
Rietsch’s cell decomposition is a regular cell decomposition of a ball (if true this
would improve a result of Lusztig [122] asserting that the totally nonnegative part
of the flag variety is contractible).
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There are two other natural partial order relations on a Coxeter group (W, S)
that are important and interesting. By replacing T by S in the definition of Bruhat
order, one gets the definition of weak order. By replacing ordinary length l by
absolute length al in the definition of Bruhat order, where al(σ) is the length of
the shortest factorization of σ in elements of T , one gets the definition of absolute
length order.

The Hasse diagram of weak order is the same as the Cayley graph of the group
W with respect to S, directed away from the identity. It is pure and bounded
with the same rank function as Bruhat order, ordinary length l. Its topology was
first studied by Björner [24] who showed that although it is not lexicographically
shellable, it has the homotopy type of a sphere.

The Hasse diagram of absolute length order W al is the same as the Cayley
graph of the group W with respect to T , directed away from the identity. It is pure
with rank function, absolute length al; its bottom element is e, but it has no unique
top element. In the symmetric group Sn, the maximal elements are the n-cycles.
Interest in the absolute length order is a fairly recent development, which arose in
work on the braid group [48], [49], [17]. It was shown by Brady [48] that if W is
the symmetric group Sn, then every interval [e, c] of W al, where c in an n-cycle,
is isomorphic to the noncrossing partition lattice NCn discussed in Section 3.2.2.
This observation (and connections to finite type Artin groups) led Bessis [17] and
Brady and Watt [49] to define the noncrossing partition poset for any finite Coxeter
group to be the interval [e, c] of W al, where c is a Coxeter element of (W, S). A
Coxeter element is a product of all the elements of S in some order. In Sn the
Coxeter elements are the n-cycles. Reiner’s type B noncrossing partition lattice as
well as the classical (type A) noncrossing partition lattice are recovered from this
definition.

Exercise 3.3.6 (Brady [48]). Show that the interval [e, c], where c is an n-cycle,
in absolute length order of the symmetric group is isomorphic to the noncrossing
partition lattice NCn.

Although the topology of the interval (e, c), where c is a Coxeter element, is
known to have the homotopy type of a wedge of spheres via the Athanasiadis-
Brady-Watt proof of EL-shellability [6], little is known about the topology of the
full absolute length poset, W al, even for the symmetric group.

Problem 3.3.7 (Reiner [2, Problem 3.1]). What can be said about the topology of
W al −{e}, where W is an arbitrary finite Coxeter group? Is W al lexicographically
shellable, for types A and B? It is known that for type D, the poset W al is not
shellable.

In the next exercise we see other examples of posets that admit CL-labelings.

Exercise 3.3.8. Let Wn be the poset of finite words over alphabet [n], ordered by
the subword relation. We have 34 < 23244 in Wn. Let Nn be the induced subposet
of normal words, where a word is said to be normal if no two adjacent letters are
equal. For example, 2324 is normal while 23244 is not.

(a) (Björner and Wachs [38]) Find a dual CL-labeling of each interval [u, v] in
Nn, and show that (u, v) is homeomorphic to an (l(v) − l(u) − 2)-sphere.

(b) (Björner [25]) Find a dual CL-labeling of each interval [u, v] in Wn.
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(c) (Björner [25, 27]) Given a word v = a1 . . . an in Wn, define its repetition
set R(v) = {i : ai = ai−1}. A normal embedding of a word u in v =
a1 . . . an is a sequence 1 ≤ ii < · · · < ik ≤ n such that u = ai1 . . . aik

and R(v) ⊆ {i1, . . . , ik}. Show that the interval (u, v) in Wn is homotopy
equivalent to a wedge of nu,v spheres of dimension l(v) − l(u) − 2, where
nu,v is the number of normal embeddings of u in v.

In the next lecture, a formulation of CL-shellability, called recursive atom or-
dering, which does not involve edge labelings, will be presented. This formulation
has proved to be quite useful in many applications, indeed, even more useful than
the original chain labeling version. A more general form of lexicographic shellability
which does involve edge labelings was introduced by Kozlov [110]. A generalization
of lexicographic shellability to balanced complexes was formulated by Hersh [93]
and was further studied by Hultman [97]. A relative version of lexicographic shella-
bility was introduced by Stanley [170]. A Morse theory version of lexicographical
shellability, which is even more general than Kozlov’s version was formulated by
Babson and Hersh [9].

3.4. Rank selection

Edge labelings of posets were first introduced by Stanley [162, 163, 164] for the
purpose of studying the Möbius function of rank-selected subposets of certain pure
lattices. If one drops the requirement that the unique increasing maximal chain be
lexicographically first in the definition of EL-shellability then one has the kind of
labeling that Stanley considered. Such a labeling was called an R-labeling (we now
call it an ER-labling and we call the chain-edge version a CR-labeling). Here we
discuss how CL-labelings are used to determine homotopy type and homology of
rank-selected subposets of pure CL-shellable posets.

Let P be a bounded poset. For x ∈ P , define the rank,

r(x) := l([0̂, x]).

For R ⊆ [l(P ) − 1], define the rank-selected subposet

PR := {x ∈ P : r(x) ∈ R}.
Given a CL-labeling of a bounded poset P , the descent set of a maximal chain
c := (0̂ = x0 <·x1 <·x2 <· . . . <·xt <·xt+1 = 1̂) of P is defined to be

des(c) := {i ∈ [t] : λ(c, xi−1 <·xi) ≥ λ(c, xi <·xi+1)}.
Theorem 3.4.1 (Björner and Wachs [38]). Suppose P is pure and CL-shellable.
Let R ⊆ [l(P )− 1]. Then P̂R is also CL-shellable, and hence PR has the homotopy
type of a wedge of (|R|−1)-spheres. The number of spheres is the number of maximal
chains of P with descent set R. Moreover, the set

{cR : c ∈ M(P ) & des(c) = R}
forms a basis for H̃ |R|−1(PR; Z).

Remark 3.4.2. Theorem 3.4.1 holds for nonpure posets only when the rank set
R is rather special, see [41]. It was shown by Björner [21] that pure shellability is
preserved by rank selection. It is not known, however, whether pure EL-shellability
is preserved by rank-selection. Stanley [163, 164] proved the precursor to Theo-
rem 3.4.1 that for pure posets P that admit ER-labelings, the rank selected Möbius
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invariant µ(P̂R) is equal to (−1)|R|−1 times the number of maximal chains of P
with descent set R.

Example 3.4.3. The rank-selected Boolean algebra (Bn)R. Consider the EL-
labeling of Bn given in Example 3.2.1. Since the label sequences of the maximal
chains are the permutations in Sn, the number of maximal chains with descent
set R ⊆ [n − 1] is the number of permutations with descent set R. So (Bn)R has
the homotopy type of a wedge of dn,R spheres of dimension |R| − 1, where dn,R is
the number of permutations in Sn with descent set R. (Note that the truncated
Boolean algebra given in Section 3.2.1 is an example of a rank-selected Boolean
algebra.) We have the following equivariant homology version of the homotopy
result.

Theorem 3.4.4 (Solomon [161]). Let R ⊆ [n−1] and let H be the skew hook with
n cells and descent set R (the definition of descent set of a skew hook was given in
Section 2.2). Then

H̃|R|−1((Bn)R) ∼=Sn SH .

Exercise 3.4.5. Prove Theorem 3.4.4 by using a map from the set of tableaux of
shape H to the set of maximal chains of (Bn)R thereby generalizing the proof of
Theorem 3.2.7.

We consider a type B-analog and a q-analog of Example 3.4.3 in the next two
exercises.

Exercise 3.4.6. The rank-selected lattice of faces of the n-cross-polytope (Cn)R.
Recall form Example 2.3.3 that we can identify the (k−1)-faces of Cn with k-subsets
T of [n]∪{−i : i ∈ [n]} such that {i,−i} � T for all i. Note that the maximal chains
of Cn correspond bijectively to elements of the hyperoctahedral group Sn[Z2], i.e.
the signed permutations. As was mentioned earlier, there is a natural notion of
descent set for general Coxeter groups which generalizes the descent set of a per-
mutation. For the hyperoctahedral group, descent can be characterized as follows:
i ∈ {0, 1, . . . , n − 1} is a descent of a signed permutation σ ∈ Sn[Zn] if either

(a) σ(i) > σ(i + 1) (viewed as elements of Z) or
(b) i = 0 and σ(1) < 0.

Find an EL-labeling of Cn such that for all R ⊆ [n], the number of maximal chains
with descent set R equals d̄n,R, the number of signed permutations with descent
set R. Consequently, (Cn)R has the homotopy type of a wedge of d̄n,R spheres of
dimension |R| − 1.

Exercise 3.4.7 (Simion [158]). The rank-selected subspace lattice (Bn(q))R. Find
an EL-labeling λ of Bn(q) with label set [n] such that

• for each maximal chain c, the label sequence λ(c) is a permutation in Sn,
• for each permutation σ ∈ Sn, the number of maximal chains c such that

λ(c) = σ is qinv(σ), where inv(σ) is the number of inversions of σ.
Consequently, for all R ⊆ [n − 1], the rank-selected subspace lattice (Bn(q))R has
the homotopy type of a wedge of dn,R(q) spheres of dimension |R| − 1, where

dn,R(q) =
∑

σ ∈ Sn

des(σ) = R

qinv(σ).
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There are also interesting results on Sn-equivariant rank-selected homology
of the partition lattice with ties to permutation enumeration due to Sundaram
[175, 177]. See also the related recent work of Hanlon and Hersh [88] on rank-
selected partition lattices [88]

Exercise 3.4.8. Let L be a geometric lattice with the EL-labeling given in Sec-
tion 3.2.3. Also let R ⊆ [l(L) − 1]. Show that there is a basis for top homology of
LR consisting of fundamental cycles of subposets of LR that are all isomorphic to
the join B̄s1 ∗ B̄s2 ∗ · · · ∗ B̄sk

, where {s1, s1 + s2, . . . , s1 + s2 + · · ·+ sk} = [l(L)]−R.

Stanley [167] gives a type B analog of Theorem 3.4.4 for the lattice of Exer-
cise 3.4.6 and a q-analog of Theorem 3.4.4 for the lattice of Exercise 3.4.7. These
results involve the representation theories of the hyperoctahedral group and the
general linear group, which are analogous to that of the symmetric group. He
proves Theorem 3.4.4 and the analogous results by invoking the following general
theorem.

Theorem 3.4.9 ([167]). Let P be a bounded pure shellable G-poset of length l. If
R ⊆ [l − 1] then

H̃|R|−1(PR) ∼=G

⊕
T⊆R

(−1)|R−T |C|T |−1(PT ).(3.4.1)

Equivalently,

C|R|−1(PR) ∼=G

⊕
T⊆R

H̃|T |−1(PT ).(3.4.2)

In [167] Theorem 3.4.9 is proved for a more general class of posets called Cohen-
Macaulay posets. These posets are discussed in the next section. Equation (3.4.1) is
a consequence of the Hopf trace formula and the fact that pure shellability, or more
generally Cohen-Macaulayness, is preserved by rank-selection. Equation (3.4.2)
follows by the principle of inclusion-exclusion or Möbius inversion on the subset
lattice.

Note that Theorems 3.4.4 and 3.4.9 imply the fact that the regular representa-
tion of Sn decomposes into a direct sum of Foulkes modules, cf., Exercise 2.2.8.

Exercise 3.4.10. Prove Theorem 3.4.4 by using Theorem 3.4.9.

As was mentioned in the introduction to this lecture, shellability theory is inti-
mately connected with the enumeration of faces of polyhedral complexes, a central
topic in geometric combinatorics; see the books of Stanley [168] and Ziegler [218].
The descent set of a maximal chain is a specialization of a more general con-
cept in shellability theory known as the restriction of a facet, which is just the
smallest new face that is added to the complex when the facet is added. When
facets of pure shellable simplicial complexes are enumerated according to the size
of their restriction, an important combinatorial invariant of the simplicial complex,
known as the h-vector, is computed. For any (d − 1)-dimensional simplicial com-
plex ∆ (shellable or not), the h-vector (h0(∆), h1(∆), . . . , hd(∆)) and the f -vector
(f−1(∆), f0(∆), . . . , fd−1(∆)) determine each other,

d∑
i=0

hix
d−i =

d∑
i=0

fi−1(x − 1)d−i,
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but the h-vector is usually more convenient for expressing relations such as the up-
per bound conjecture, a symmetry relation known as the Dehn-Sommerville equa-
tions, the celebrated Billera-Lee [19] and Stanley [166] characterization of the f-
vector of a simplicial polytope, and the conjectured extension to convex polytopes
and homology spheres. Although shellability has played an important role in the
study of f -vectors and h-vectors, much fancier tools from commutative algebra and
algebraic geometry have come into play. See the books of Stanley [168] and Ziegler
[218] for basic treatments of this material, the survey article of Stanley [174] for
important recent developments, and the paper of Swartz [185] for even more recent
developments.

Refinements of the f -vector and h-vector called the flag f -vector and the flag
h-vector, respectively, (defined for all pure posets and the more general balanced
complexes) have been extensively studied, beginning with the Bayer-Billera [15]
analog of the Dehn-Sommerville equations; see [168] for further information. For
pure lexicographically shellable posets the entries of the flag h-vector have a simple
combinatorial interpretation as the number of maximal chains with fixed descent
set.

For nonpure complexes, two-parameter generalizations of the f-vector and h-
vector are defined in [40]. The f-triangle and h-triangle also determine each other.
The f-triangle counts faces of a simplicial complex according to the maximum size
of a facet containing the face and the size of the face. For shellable complexes, it is
shown in [40] that the h-triangle counts facets according to the size of the restriction
set and the size of the facet. Duval [64] shows that the entries of the h-triangle
are nonnegative for a more general class of complexes than the shellable complexes;
namely the sequentially Cohen-Macaulay complexes, which are discussed in the
next lecture. It is pointed out by Herzog, Reiner, and Welker [95] that the h-
triangle of a sequentially Cohen-Macaulay complex ∆ encodes the multigraded Betti
numbers appearing in the minimal free resolution of the Stanley-Reisner ideal of
the Alexander dual of ∆. Stanley-Reisner rings and ideals are discussed briefly in
the next lecture and Alexander duality is discussed in the last lecture.

Descent sets and the more general restriction sets also play an important role
in direct sum decompositions of Stanley-Reisner rings of shellable complexes; due
to Kind and Kleinschmidt [107], Garsia [77], and Björner and Wachs [41, Section
12].





LECTURE 4
Recursive techniques

The recursive definition of the Möbius function of a poset provides a recursive
technique for computing the reduced Euler characteristic of the order complex of a
poset. More refined recursive techniques for computing the homology of a poset are
discussed in this lecture. A general class of posets to which these techniques can
be applied, the Cohen-Macaulay posets or more generally the sequentially Cohen-
Macaulay posets, are discussed in Section 4.1. A recursive formulation of CL-
shellability is presented in Section 4.2. In Section 4.3 the recursive techniques for
computing Betti numbers are demonstrated on various examples, and in Section 4.4
equivariant versions of these techniques are also demonstrated. In Section 4.5 bases
and generating sets for homology and cohomology of some of these examples are
presented together with their use in computing Sn-equivariant homology.

4.1. Cohen-Macaulay complexes

Recall that the link of a face F of a simplicial complex ∆ is the subcomplex

lk∆F := {G ∈ ∆ : G ∪ F ∈ ∆, G ∩ F = ∅}.
Definition 4.1.1. A simplicial complex ∆ is said to be Cohen-Macaulay over k if

H̃i(lk∆F ;k) = 0,

for all F ∈ ∆ and i < dim lk∆F .

The following result shows that Cohen-Macaulayness is a topological property.

Theorem 4.1.2 (Munkres [128]). The simplicial complex ∆ is Cohen-Macaulay
over k if and only if for all p ∈ ‖∆‖ and all i < dim ∆,

H̃i(‖∆‖;k) = Hi(‖∆‖, ‖∆‖ − p;k) = 0,

where the homology is reduced singular homology and relative singular homology,
respectively.

The Cohen-Macaulay property has its origins in commutative algebra, in the
theory of Cohen-Macaulay rings. Associated with every simplicial complex ∆ on
vertex set [n] is a ring k[∆] called the Stanley-Reisner ring of the simplicial complex,
which is defined to be the quotient of the polynomial ring k[x1, . . . , xn] by the
Stanley-Reisner ideal I∆ generated by monomials of the form xi1xi2 . . . xij where

67
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{i1, i2, . . . , ij} /∈ ∆. The Stanley-Reisner construction is a two-way bridge used
to obtain topological and enumerative properties of the simplicial complex from
properties of the ring and vice versa. A simplicial complex is Cohen-Macaulay if
and only if its Stanley-Reisner ring is a Cohen-Macaulay ring (see [168] for the
definition of Cohen-Macaulay ring). The equivalence of the characterization given
in Definition 4.1.1 and the ring theoretic characterization is due to Reisner [142].

It follows from Theorem 4.1.2 that any triangulation of a d-sphere is Cohen-
Macaulay. The ring theoretic consequence of this fact played an essential role in
Stanley’s celebrated proof of the Upper Bound Conjecture for spheres. For n > d,
define the cyclic polytope C(n, d) to be the convex hull of any n distinct points on
the moment curve {(t, t2, . . . , td) ∈ Rd : t ∈ R} (the face poset of the polytope is
independent of the choice of points). The boundary complex of the cyclic polytope
is a simplicial complex. The upper bound conjecture for spheres asserts that the
boundary complex of the cyclic polytope achieves the maximum number of faces
of each dimension, over all simplicial complexes on n vertices that triangulate a
d-sphere. See [168] for Stanley’s proof of this conjecture and other very important
uses of the Stanley-Reisner ring and commutative algebra in the enumeration of
faces of simplicial complexes.

The Stanley-Reisner bridge can also be crossed in the opposite direction obtain-
ing ring theoretic information from the topology and combinatorics of the simplicial
complex, as exemplified by the commutative algebra results mentioned at the end
of the last lecture. Another example is a fundamental result of Eagon and Reiner
[66] which states that a square free monomial ideal has a linear resolution if and
only if it is the Stanley-Reisner ideal I∆ of a simplicial complex ∆ whose Alexan-
der dual is Cohen-Macaulay. We will not define linear resolution, but Alexander
duality is discussed in Section 5.1. A nonpure generalization of this result involving
sequential Cohen-Macaulayness (discussed below) appears in papers of Herzog and
Hibi [94] and Herzog, Reiner and Welker [95]. For further reading on the extensive
connections between simplicial topology and commutative algebra, see Stanley’s
classic book [168] and the recent book of Miller and Sturmfels [127].

Exercise 4.1.3 (Walker [204]). Show that if lk∆F is empty, 0-dimensional, or
connected for all F ∈ ∆, then ∆ is pure. Consequently, Cohen-Macaulay simplicial
complexes are pure.

The main tool for establishing Cohen-Macaulayness is shellability. Indeed, it
follows from Theorem 3.1.5 and Corollary 3.1.4 that pure shellability implies the
Cohen-Macaulay property over any k. From Exercise 4.1.3 we see that this impli-
cation does not hold for nonpure shellability. In order to extend the implication to
the nonpure setting, Stanley [168] introduced nonpure versions of Cohen-Macaulay
for complexes and rings, called sequentially Cohen-Macaulay, and showed that all
shellable complexes are sequentially Cohen-Macaulay. Duval [64] and Wachs [199]
found similar simpler characterizations of Stanley’s sequential Cohen-Macaulayness
for simplicial complexes. Here we take Wachs’ characterization as the definition.

Definition 4.1.4. Let ∆ be a simplicial complex. For each m = 1, 2, . . . ,dim(∆),
let ∆〈m〉 be the subcomplex of ∆ generated by facets of dimension at least m. The
complex ∆ is said to be sequentially acyclic over k if H̃i(∆〈m〉;k) = 0 for all i < m.
We say that ∆ is sequentially Cohen-Macaulay over k if lk∆F is sequentially acyclic
over k for all F ∈ ∆.
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Exercise 4.1.5. The pure m-skeleton ∆[m] of a simplicial complex ∆ is defined to
be the subcomplex generated by all faces of dimension m. Show that the formulation
of sequentially Cohen-Macaulay complex given in Definition 4.1.4 is equivalent to
the following formulation of Duval [64]: ∆ is sequentially Cohen-Macaulay if and
only if ∆[m] is Cohen-Macaulay for all m = 1, 2, . . . ,dim(∆).

It is clear that pure sequential Cohen-Macaulayness is the same thing as Cohen-
Macaulayness. The following generalization of Theorem 4.1.2 shows that sequen-
tial Cohen-Macaulayness is a topological property, just as Cohen-Macaulayness is.
Given a nonnegative integer m and a topological space X, define X〈m〉 to be the
topological closure of the set

{p ∈ X : p has a neighborhood homeomorphic to an open d-ball where d ≥ m}.
Theorem 4.1.6. The simplicial complex ∆ is sequentially Cohen-Macaulay over
k if and only if for all i < m and p ∈ ‖∆‖〈m〉,

H̃i(‖∆‖〈m〉;k) = Hi(‖∆‖〈m〉, ‖∆‖〈m〉 − p;k) = 0.

Exercise 4.1.7. Munkres proof of Theorem 4.1.2 is based on the following lemma:
For any face F of a simplicial complex ∆, any point p in the interior of F , and any
integer i,

H̃i(lkF ;k) ∼= Hi+dim F+1(‖∆‖, ‖∆‖ − p;k).
Use this lemma to prove Theorem 4.1.6.

Exercise 4.1.8 (Wachs [199]). Show that if ∆ is sequentially acyclic then H̃i(∆; Z)
is free for all i and vanishes whenever there is no facet of dimension i.

Theorem 4.1.9 (Stanley [168]). Every shellable simplicial complex is sequentially
Cohen-Macaulay over k for all k.

Exercise 4.1.10. Prove Theorem 4.1.9 by first showing that if ∆ is shellable then
there is a shelling order of the facets of ∆ in which the dimensions of the facets
weakly decrease (see Björner and Wachs [40]).

We say that a poset is (sequentially) Cohen-Macaulay if its order complex
is (sequentially) Cohen-Macaulay. Early work on Cohen-Macaulay posets can be
found in the paper of Baclawski [12] and in the survey article of Björner, Garsia, and
Stanley [32]. We have the following nice characterization of sequentially Cohen-
Macaulay posets, which, in the pure case, is well-known and follows easily from
Definition 4.1.1.

Theorem 4.1.11 (Björner, Wachs, and Welker [44]). A poset P is sequentially
Cohen-Macaulay if and only if every open interval of P̂ is sequentially acyclic.

One direction of the proof follows immediately from the fact that open intervals
are links of chains. The other is a consequence of the fact that joins of sequentially
acyclic simplicial complexes are sequentially acyclic, which is proved in [44] by
using a fiber theorem of Quillen. Fiber theorems are discussed in Lecture 5. It is
also shown in [44] that other poset operations such as product preserve sequential
Cohen-Macaulayness, a fact that had been known for some time in the pure case
[205]; see Exercise 5.1.6.

To compute the unique nonvanishing Betti number of a Cohen-Macaulay poset
(or any poset in which homology is concentrated in a single dimension), one needs
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only to compute its Möbius invariant. Indeed, it follows from the Phillip Hall
Theorem (Proposition 1.2.6) and the Euler-Poincaré formula (Theorem 1.2.8) that
if the homology of P vanishes below the top dimension then

(4.1.1) β̃l(P )(P ) = (−1)l(P )µ(P̂ ).

By applying the recursive definition of Möbius function we get the recursive formula
observed by Sundaram in [175],

(4.1.2) β̃l(P )−1(P \ {0̂}) =
∑

x ∈ P

(−1)l(P )+r(x)β̃r(x)−2(0̂, x),

where P is a Cohen-Macaulay poset with a bottom element 0̂ and r(x) is the rank
of x.

Since general sequentially Cohen-Macaulay posets can have homology in mul-
tiple dimensions, (4.1.1) and (4.1.2) do not hold in the nonpure setting. How-
ever, if the sequentially Cohen-Macaulay poset has a property known as semipure,
then the following generalization of (4.1.2) shows that Möbius function can still
be used to compute its Betti numbers. A poset P is said to be semipure if
P≤y := {x ∈ P : x ≤ y} is pure for all y ∈ P . The proper part of the poset
given in Figure 3.2.1 is semipure. Also the face poset of any simplicial complex is
semipure.

Theorem 4.1.12 (Wachs [199]). Let P be a semipure sequentially Cohen-Macaulay
poset with a bottom element 0̂. Then for all m,

(4.1.3) β̃m−1(P \ {0̂}) =
∑

x ∈ P
m(x) = m

(−1)m+r(x)β̃r(x)−2(0̂, x),

where m(x) is the length of the longest chain of P containing x.

Exercise 4.1.13. Prove Theorem 4.1.12.

We will demonstrate the effectiveness of the formulas (4.1.2) and (4.1.3) in
computing Betti numbers on concrete examples in Section 4.3. Equivariant versions
of these formulas will be discussed in Section 4.4. For more general versions see
[199].

There is a homotopy version of Cohen-Macaulay complexes due to Quillen
[135] and a homotopy version of sequentially Cohen-Macaulay complexes studied
by Björner, Wachs and Welker [43, 44]. The requirement that homology vanish
below a certain dimension is replaced by the requirement that the homotopy groups
vanish below that dimension. The homotopy versions are stronger than the homol-
ogy versions, but are still still weaker than shellability. They are not topological
properties, however. For instance there is a triangulation of the 5-sphere that is
not homotopy Cohen-Macaulay, see [135, Section 8].

We summarize the implications for bounded posets in the following diagram.
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pure EL-shellable =⇒ EL-shellable�� ��
pure CL-shellable =⇒ CL-shellable�� ��

pure shellable =⇒ shellable�� ��
homotopy Cohen-Macaulay =⇒ sequentially homotopy Cohen-Macaulay�� ��

Cohen-Macaulay over Z =⇒ sequentially Cohen-Macaulay over Z�� ��
Cohen-Macaulay over k =⇒ sequentially Cohen-Macaulay over k

It is known that all the implications but

(pure) EL-shellable =⇒ (pure) CL-shellable

are strict. Whether or not there are CL-shellable posets that are not EL-shellable is
an open question. It is also unknown whether or not CL-shellability and dual CL-
shellability are equivalent. Examples of shellable posets that are not CL-shellable
were obtained by Vince and Wachs [194] and Walker [206].

There are other important properties of simplicial complexes which have recur-
sive formulations such as vertex decomposability (introduced by Provan and Billera
[133] for pure simplicial complexes and extended to nonpure simplicial complexes
by Björner and Wachs [41]) and constructible complexes (introduced by Hochster
[96] and extended to the nonpure case by Jonsson [103]). There are no special
poset versions of these tools, however, as there are for shellability.

4.2. Recursive atom orderings

In this section we present a rather technical, but very useful tool for establishing
poset shellability (and in turn sequential Cohen-Macaulayness). This technique,
called recursive atom ordering, was introduced by Björner and Wachs in the early
1980’s. It is equivalent to CL-shellability, but does not involve edge labelings.

Definition 4.2.1. A bounded poset P is said to admit a recursive atom ordering
if its length l(P ) is 1, or if l(P ) > 1 and there is an ordering a1, a2, . . . , at of the
atoms of P that satisfies:

(i) For all j = 1, 2, . . . , t the interval [aj , 1̂] admits a recursive atom ordering
in which the atoms of [aj , 1̂] that belong to [ai, 1̂] for some i < j come
first.

(ii) For all i < j, if ai, aj < y then there is a k < j and an atom z of [aj , 1̂]
such that ak < z ≤ y.

A recursive coatom ordering is a recursive atom ordering of the dual poset P ∗.

Figure 4.2.1 (a) gives an example of a poset that does not admit a recursive
atom ordering since condition (ii) fails for every ordering of the atoms. The poset
in Figure 4.2.1 (b) does admit a recursive atom ordering. The left to right order in
the drawing of the Hasse diagram gives an ordering of the atoms that satisfies (i)
and (ii), for each interval.
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(a) (b)

Figure 4.2.1

Theorem 4.2.2 (Björner and Wachs [38, 40]). A bounded poset P is CL-shellable
if and only if P admits a recursive atom ordering.

Proof idea. We use a recursive procedure to obtain a recursive atom ordering
from a CL-labeling and vice versa. Given a CL-labeling λ, order the atoms of P in
increasing order of the labels λ(c, 0̂ <· a), where c is any maximal chain containing
the atom a (the label is independent of the maximal chain c since 0̂ <· a is a bottom
edge). Then recursively use the restriction of the CL-labeling to each interval [a, 1̂]
to obtain a recursive atom ordering of [a, 1̂].

Conversely, given a recursive atom ordering of P , label the bottom edge of
each maximum chain with the position of the atom in the atom ordering. Then
recursively use the recursive atom ordering of [a, 1̂] to obtain an appropriate chain-
edge labeling of [a, 1̂], for each atom a. �

A bounded poset P is said to be semimodular if for all u, v ∈ P that cover some
x ∈ P , there is an element y ∈ P that covers both u and v. Semimodular posets are
not necessarily shellable. A poset is said to be totally semimodular if every closed
interval is semimodular. Note that semimodular lattices are totally semimodular.
In particular, the boolean algebra and the partition lattice are totally semimodular.

Theorem 4.2.3 (Björner and Wachs [38]). Every ordering of the atoms of a totally
semimodular poset is a recursive atom ordering.

Theorem 4.2.4 (Björner and Wachs [38]). An ordering of the facets of a simplicial
complex ∆ is a shelling if and only if the ordering is a recursive coatom ordering
of the face lattice L(∆).

Exercise 4.2.5. Prove
(a) Theorem 4.2.3.
(b) Theorem 4.2.4

Definition 4.2.6 (Wachs and Walker [203]). A meet semilattice P with rank
function r is said to be a geometric semilattice if

(i) every interval is a geometric lattice
(ii) for all x ∈ P and subset A of atoms whose join exists, if r(x) < r(

∨
A)

then there is an a ∈ A such that a ≤ x and a ∨ x exists.

Examples of geometric semilattices include
• geometric lattices
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• intersection semilattices of affine hyperplane arrangements
• face posets of matroid complexes
• top truncated geometric lattices; i.e., LS where L is a geometric lattice

and
S = {0, 1, 2, . . . , j}

for some j ≤ l(L)
• L − [x, 1̂], where L is a geometric lattice and x ∈ L (this is a characteri-

zation).
A set A of atoms in a geometric semilattice P is said to be independent if

∨
A

exists and r(
∨

A) = |A|. A basic set of atoms is a maximal independent set of
atoms.

Theorem 4.2.7 (Wachs and Walker [203]). Any ordering of the atoms of a geomet-
ric semilattice P that begins with a basic set of atoms is a recursive atom ordering
of P ∪ {1̂}.

Exercise 4.2.8. Let P be a geometric semilattice.
(a) Show P is pure.
(b) Show every principal upper order ideal P≥x := {y ∈ P : y ≥ x} is a

geometric semilattice.
(c) Prove Theorem 4.2.7.

From the proof of Theorem 4.2.2, we know that to every recursive atom ordering
of a poset one can associate a CL-labeling. A natural question to ask, when given
a particular recursive atom ordering, is whether there is a nice associated CL-
labeling. Then one can obtain Betti numbers and bases from the decreasing chains.
Ziegler [215] describes such a CL-labeling for one of the recursive atom orderings
of Theorem 4.2.7 and shows that it is in fact an EL-labeling. He then constructs
bases for homology and cohomology of geometric semilattices which generalize the
Björner NBC bases for geometric lattices discussed in Section 3.2.3.

4.3. More examples

In this section we present examples of semipure posets that admit recursive atom
orderings and we demonstrate the use of the recursive formulas (4.1.2) and (4.1.3)
in computing their Betti numbers. Let’s begin with some pure examples.

Example 4.3.1. Let k ≤ n. The injective word poset In,k is defined to be the poset
of words of length at most k over alphabet [n] with no repeated letters. The order
relation is the subword relation. This poset is pure and is a lower order ideal of
the normal word poset Nn (discussed in Exercise 3.3.8) which in turn is a subposet
of the word poset Wn (also discussed in Exercise 3.3.8). It is left as an exercise
to show that lexicographic order on the injective words of length k is a recursive
coatom ordering of In,k ∪ {1̂}. One can use the fact that all closed intervals of
In,k are isomorphic to Boolean algebras. Since the duals of the closed intervals are
totally semimodular, one needs only to verify condition (i) of Definition 4.2.1.

Exercise 4.3.2.
(a) Show that lexicographic order on the injective words of length k is a

recursive coatom ordering of In,k ∪ {1̂}.
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(b) Use formula (4.1.2) to show that the top Betti number β̃k−1(Īn,n) is equal
to dn, the number of derangements of n elements. Consequently, Īn,n has
the homotopy type of a wedge of dn spheres of dimension k − 1 .

(c) Let Nn,k be the induced subposet of Nn consisting of words of length
at most k. Use Exercise 3.3.8, Theorem 3.4.1, and formula (4.1.2) to
show that N̄n,k has the homotopy type of a wedge of (n − 1)k spheres of
dimension k − 1.

(d) Let Wn,k be the induced subposet of Wn consisting of words of length
at most k. Show that W̄n,k also has the homotopy type of a wedge of
(n − 1)k spheres of dimension k − 1.

Remark 4.3.3. The injective word poset and normal word poset of Example 4.3.1
were introduced by Farmer [68] who showed that Īn,k and N̄n,k have the homology
of a wedge of (k − 1)-spheres. Björner and Wachs [38] recovered these results and
strengthened them to homotopy by establishing shellability. The Betti number
computations of Exercise 4.3.2 (b) and (c) are due to Reiner and Webb [140] and
Farmer [68], respectively.

Recall that in Example 3.2.2, we used EL-shellability to show that the proper
part of the partition lattice Πn has the homotopy type of a wedge of (n−1)! spheres
of dimension n− 3. In the next two examples we use the techniques of Sections 4.1
and 4.2 to obtain analogous results for the even and odd block size partition posets.

Example 4.3.4. Let Πeven
2n be the subposet of Π2n consisting of partitions whose

block sizes are even. The even block size partition poset is pure but lacks a bot-
tom element. The upper intervals [x, 1̂] are all partition lattices, which are totally
semimodular; so every atom ordering of [x, 1̂] is a recursive atom ordering. Asso-
ciate a word with each atom of Πeven

2n ∪ {0̂} by listing the elements of each block
in increasing order and then listing the blocks in lexicographic order. We claim
that lexicographic order on the words corresponds to a recursive atom ordering of
Πeven

2n ∪ {0̂}. The verification is left as an exercise.
We next use (4.1.2) to compute the Betti numbers of Π̄even

2n . Since Πeven
2n is pure

and the upper intervals are isomorphic to partition lattices, to compute the unique
nonvanishing Betti number β̃n−2(Π̄even

2n ), we apply (4.1.2) to the dual of the poset.
Let β2n denote the Betti number β̃n−2(Π̄even

2n ). By (4.1.2) we have

β2n =
∑

x

(−1)b(x)+nβ̃b(x)−3(x, 1̂)

=
∑

x

(−1)b(x)+n(b(x) − 1)!

=
n∑

r=1

(−1)r+n(r − 1)! |{x ∈ Πeven
2n : b(x) = r}|,

where b(x) denotes the number of blocks of x. Note that

|{x ∈ Πeven
2n : b(x) = r}| =

1
r!

∑
(j1,j2,...,jr)�n

(
2n

2j1, 2j2, . . . , 2jr

)
,

where � n denotes composition of n. We now have

β2n =
n∑

r=1

(−1)r+n 1
r

∑
(j1,j2,...,jr)�n

(
2n

2j1, 2j2, . . . , 2jr

)
.
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The exponential generating function for the Betti numbers is thus given by,∑
n≥1

β2n
u2n

(2n)!
=

∑
r≥1

(−1)r 1
r

∑
n≥1

∑
(j1,j2,...,jr)�n

(
2n

2j1, 2j2, . . . , 2jr

)
(−1)n u2n

(2n)!

=
∑
r≥1

(−1)r 1
r

( ∑
j≥1

(−1)j u2j

(2j)!

)r

= − ln(cos u).(4.3.1)

By taking derivatives we get,∑
n≥1

β2n
u2n−1

(2n − 1)!
= tan u.

So β2n is equal to the coefficient of u2n−1

(2n−1)! in the Taylor series expansion of tanu. It
is well known that this coefficient is equal to the Euler number E2n−1, where Em is
defined to be the number of alternating permutations in Sm, i.e., permutations with
descents at all the even positions and ascents at all the odd positions. We conclude
that Π̄even

2n has the homotopy type of a wedge of E2n−1 spheres of dimension n− 2.
There is an alternative way to arrive at β2n = E2n−1. Replace the last line of

(4.3.1) with

− ln
( ∑

j≥0

(−1)j u2j

(2j)!

)
and then take derivatives of both sides of the equation. This results in∑

n≥1

β2n
u2n−1

(2n − 1)!

∑
j≥0

(−1)j u2j

(2j)!
=

∑
j≥0

(−1)j−1 u2j−1

(2j − 1)!
.

By equating coefficients we obtain the recurrence relation,
j∑

r=1

(
2j − 1
2r − 1

)
(−1)rβ2r = −1

It is not difficult to check that E2r−1 satisfies the same recurrence relation.

Example 4.3.5. Let Πodd
2n+1 be the subposet of Π2n+1 consisting of partitions whose

block sizes are odd. The odd block size partition poset is totally semimodular; so
any atom ordering is a recursive atom ordering.

Now let β2n+1 denote the top Betti number β̃n−2(Π̄odd
2n+1). An argument similar

to the one used in deriving (4.3.1) yields:
∑

n≥0 β2n+1
u2n+1

(2n+1)! is the compositional

inverse of
∑

n≥0(−1)n u2n+1

(2n+1)! , i.e.,

∑
n≥0

β2n+1
1

(2n + 1)!

( ∑
j≥0

(−1)j u2j+1

(2j + 1)!

)2n+1

= u.(4.3.2)

Since
∑

j≥0(−1)j u2j+1

(2j+1)! = sinu, we have
∑

n≥0 β2n+1
u2n+1

(2n+1)! = sin−1 u. The co-

efficient of u2n+1

(2n+1)! in the Taylor series expansion of sin−1 u is (2n + 1)!!2, where
(2n + 1)!! := 1 · 3 · 5 · · · (2n + 1). We conclude that Π̄odd

2n+1 has the homotopy type
of a wedge of (2n + 1)!!2 spheres of dimension n − 2.
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Exercise 4.3.6. For integers n, d ≥ 1 and k ≥ 0, let Πk mod d
nd+k be the subposet of

the partition lattice Πnd+k consisting of partitions whose block sizes are congruent
to k mod d. This poset is pure only for k ≡ 0 or 1 mod d, and is bounded only for
k ≡ 1 mod d.

(a) Show that lexicographical order on the words associated with the atoms as
in Example 4.3.4 (i.e., list the elements of each block in increasing order
and then list the blocks lexicographical order) yields a recursive atom
ordering of Π0 mod d

nd ∪ {0̂}.
(b) Show that Π1 mod d

nd+1 admits a recursive atom ordering.
(c) Find a recursive atom ordering of Πk mod d

nd+k ∪ {0̂} for k ≡ 1 mod d.
(d) Show that Π̄0 mod d

nd has the homotopy type of a wedge of Ed
dn−1 spheres

of dimension n − 2, where

Ed
dn−1 = |{σ ∈ Snd−1 : des(σ) = {d, 2d, . . . , (n − 1)d}|.

(e) Show that Π̄1 mod d
nd+1 has the homotopy type of a wedge of cn spheres of

dimension n − 2, where
∑

n≥0 cn
und+1

(nd+1)! is the compositional inverse of∑
n≥0(−1)n und+1

(nd+1)! .

Remark 4.3.7. The result on the Möbius invariant of the even block size partition
lattice derived in Example 4.3.4 first appeared in in the 1976 MIT thesis of Garrett
Sylvestor on Ising ferromagnets [186]. Stanley [165] extended this result to the d-
divisible partition lattice of Exercise 4.3.6 (d). The Möbius invariant result derived
in Example 4.3.5 and Exercise 4.3.6 (e) are also due to Stanley. The recursive atom
ordering for the d-divisible partition lattice (Example 4.3.4 and Exercise 4.3.6 (a))
is due to Wachs (see [148]), as is an EL-labeling of this poset [196]. The recursive
atom ordering for the 1 mod d partition lattice (Example 4.3.5 and Exercise 4.3.6
(b)) is due to Björner (see [54] and [38]). The general recursive atom ordering of
Πk mod d

nd+k ∪ {0̂} of Exercise 4.3.6 (c) is due to Wachs [199].

In the next example, we demonstrate the full power of Theorem 4.1.12 by
finding the Betti numbers for a nonpure shellable poset.

Example 4.3.8. For n ≥ k ≥ 3, let Π≥k
n be the subposet of Πn consisting of

partitions whose block sizes are at least k. It was shown by Björner and Wachs
[40] that the poset Π≥k

n ∪ {0̂} admits a recursive atom ordering similar to that of
Πeven

2n ∪ {0̂}. The following computation of Betti numbers appears in [199]. The
dual of Π≥k

n is semipure and the upper intervals are partition lattices; so we apply
(4.1.3) to the dual. First note that

m(x) =
b(x)∑
i=1

⌊ |Bi|
k

⌋
− 1,(4.3.3)

where B1, B2, . . . , Bb(x) are the blocks of x. By (4.1.3) we have,

β̃m−2(Π̄≥k
n ) =

∑
x:m(x)=m−1

(−1)b(x)+mβ̃b(x)−3(x, 1̂)

=
∑
r≥1

(−1)r+m(r − 1)! |{x ∈ Π≥k
n : b(x) = r, m(x) = m − 1}|.
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We have,

|{x ∈ Π≥n
n : b(x) = r, m(x) = m − 1}| =

1
r!

∑
(j1, j2, . . . , jr) � n

ji ≥ k ∀i∑r
i=1ji/k� = m

(
n

j1, j2, . . . , jr

)
.

The two parameter exponential generating function is thus,∑
m,n≥1

(−1)mβ̃m−2(Π̄≥k
n ) tm

un

n!

=
∑
r≥1

(−1)r 1
r

∑
n,m≥1

∑
(j1, j2, . . . , jr) � n

ji ≥ k ∀i

(
n

j1, j2, . . . , jr

)
t
∑r

i=1ji/k�un

n!

=
∑
r≥1

(−1)r 1
r

( ∑
j≥k

tj/k�uj

j!

)r

= − ln
(
1 +

∑
j≥k

tj/k�uj

j!

)
.

Exercise 4.3.9. Show that Π≥k
n ∪ {0̂} has a recursive atom ordering.

Problem 4.3.10. Linusson [119] computed the Möbius invariant of the poset
Π≥k

n ∪ {0̂} in order to compute lower bounds for the complexity of a problem
similar to the k-equal problem of Section 3.2.4; namely that of determining whether
a given list of real numbers has the property that the number of occurrences of each
entry is at least k. It was shown by Björner and Lovász [33] that Betti number
computations give better bounds than Möbius function computations. Can the
Betti number computation of Example 4.3.8 be used to improve Linusson’s lower
bound for the complexity of the “at least k problem”?

Exercise 4.3.11 (Wachs [199]). In this exercise, we generalize the results of Ex-
amples 4.3.4 and 4.3.5 to the nonpure case of Exercise 4.3.6 . For positive integers
n, d, k, with k ≤ d, let k0 = k/gcd(k, d) and d0 = d/gcd(k, d). Show that∑

m ≥ 1
n ≥ 0

(−1)mβm−2(Π̄k mod d
nd+k ) tmd0+1 und+k

(nd + k)!
= f

( ∑
i≥0

ti/k0�d0+1 uid+k

(id + k)!

)
,

where f(y) is the compositional inverse of the formal power series

g(y) =
∑
i≥0

yid0+1

(id0 + 1)!
.

4.4. The Whitney homology technique

In this section we discuss a technique for computing group representations on the
homology of sequentially Cohen-Macaulay posets and demonstrate its use on the
examples of Section 4.3. This technique was introduced by Sundaram [175] in the
pure case and later generalized to semipure posets by Wachs [199]. The pure case
is based on an equivariant version of (4.1.2) and the semipure version is based on
the more general Theorem 4.1.12.
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For any Cohen-Macaulay G-poset P with bottom element 0̂, Whitney homology
of P is defined for each integer r as follows,

WHr(P ) =
⊕
x∈Pr

H̃r−2(0̂, x),

where Pr := {x ∈ P : r(x) = r}.
The action of G on P induces a representation of G on WHr(P ). Indeed g ∈ G

takes (r − 2)-chains of (0̂, x) to (r − 2)-chains of (0̂, gx). More precisely, as a G-
module

WHr(P ) =
⊕

x∈Pr/G

H̃r−2(0̂, x) ↑G
Gx

,

where Pr/G is a set of orbit representatives and Gx is the stabilizer of x.
Whitney homology for geometric lattices was introduced by Baclawski [11] as

the homology of an algebraic complex whose Betti numbers are the signless Whitney
numbers of the first kind. The formulation given here is due to Björner [22].
Whitney homology for intersection lattices of complex hyperplane arrangements
forms an algebra isomorphic to an algebra that Orlik and Solomon used to give
a combinatorial presentation of the cohomology algebra of the complement of the
arrangement; see [28]. Sundaram [175] recognized that Whitney homology for any
Cohen-Macaulay poset could be used as a tool in computing group representations
on homology. Her technique is based on the following result, which she obtains as
a consequence of the Hopf trace formula.

Theorem 4.4.1 (Sundaram [175, 176]). Suppose P is a G-poset with a bottom
element 0̂. Then

l(P )−1⊕
r=−1

(−1)rH̃r(P \ {0̂}) ∼=G

l(P )⊕
r=0

(−1)r−1
⊕

x∈P/G

H̃r−2(0̂, x) ↑G
Gx

.(4.4.1)

Consequently, if P is also Cohen-Macaulay,

H̃l(P )−1(P \ {0̂}) ∼=G

l(P )⊕
r=0

(−1)l(P )+r WHr(P ).(4.4.2)

Exercise 4.4.2.
(a) Prove Theorem 4.4.1.
(b) Show that if P is the face poset of a simplicial complex then (4.4.1) reduces

to the Hopf trace formula.

Example 4.4.3 (Reiner and Webb [140]). Consider the injective word poset In,k of
Example 4.3.1. Let G be the symmetric group Sn, which acts on In,k in the obvious
way. Since In,k is Cohen-Macaulay, we can apply (4.4.2). Let x ∈ In,k be a word
of length r. Clearly Gx is isomorphic to the Young subgroup (S1)×r ×Sn−r, since
the letters of x must be fixed and the letters outside of x may be freely permuted.
Gx acts trivially on the letters outside of x. The interval (0̂, x) is isomorphic to
the proper part of the Boolean algebra Br; so its top homology is 1-dimensional.
Hence,

H̃r−2(0̂, x) ∼=Gx S(1) ⊗ · · · ⊗ S(1)︸ ︷︷ ︸
r

⊗S(n−r)
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Since Sn acts transitively on each rank row of In,k, we have

WHr(In,k ∪ {1̂}) = H̃r−2(0̂, x) ↑Sn

Gx

∼=Sn
(S(1))•r • S(n−r).

It follows from (4.4.2) that

H̃k−1(Īn,k) ∼=Sn

k⊕
r=0

(−1)k−r (S(1))•r • S(n−r)

∼=Sn
(−1)kS(n) ⊕ S(1) •

k−1⊕
r=0

(−1)k−1−r (S(1))•r • S(n−r−1)

∼=Sn
(−1)kS(n) ⊕ S(1) • H̃k−2(Īn−1,k−1).

This recurrence relation, for n = k, is an equivariant version of the well-known
recurrence relation for derangement numbers: dn = (−1)n + ndn−1. From this
recurrence relation, one can obtain the following decomposition of H̃n−1(Īn,n) into
irreducibles:

(4.4.3) H̃n−1(Īn,n) ∼=Sn

⊕
λ�n

cλSλ,

where cλ is the number of standard Young tableaux of shape λ whose first descent
is even.

Exercise 4.4.4. Use Exercise 2.2.10 and the recurrence relation to prove (4.4.3).

Note that by taking dimensions on both sides of (4.4.3), and applying the well-
known Robinson-Schensted-Knuth correspondence, one recovers an enumerative
result of Désarménien [59] that the number of derangements in Sn is equal to
the number of permutations in Sn with first descent even. Désarménien gives
an elegant direct combinatorial proof of this result. The Frobenius characteristic
of the representation

⊕
λ�n cλSλ was used by Désarménien and Wachs [60] to

obtain deeper enumerative connections between the two classes of permutations. A
refinement of the Reiner-Webb decomposition was given by Hanlon and Hersh [89].
In [139], Reiner and Wachs use (4.4.3) to obtain a decomposition (into irreducible
representations of Sn) of the eigenspaces of the so called “random to top” operator
in card shuffling theory. Type B analogs of these enumerative and representation
theoretic results can also be found in [139].

Exercise 4.4.5. Recall from Exercises 4.3.2 (c) and (d) that the top Betti number
of both N̄n+1,k and W̄n+1,k is nk.

(a) (Shareshian and Wachs) Use (4.4.2) to prove

ch(H̃n(N̄n+1,k) ↓Sn+1
Sn

) =
∑
t≥1

S(k, t)ht
1hn−t,

where S(n, k) is the Stirling number of the second kind.
(b) Conclude that H̃n(N̄n+1,k) ↓Sn+1

Sn
is the kth tensor power of S(n)⊕S(n−1,1)

by comparing characters.
(c) Show (a) and (b) hold for Wn+1,k. (Part (b) for Nn+1,k and Wn+1,k

was originally observed by Stanley by means of the fixed point Möbius
invariant, see Section 4.6.)
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Exercise 4.4.6 (Sundaram [175]). Show that by applying (4.4.2) to the Boolean
algebra Bn, one obtains the well-known symmetric function identity,

n∑
i=0

(−1)ieihn−i = 0.

Sundaram developed her Whitney homology technique in order to study rep-
resentations of the symmetric group on various Cohen-Macaulay subposets of the
partition lattice. In fact, she applies it to the full partition lattice and obtains a
conceptual representation theoretic proof of the following classical result of Stan-
ley. The original proof of Stanley used a computation, due to Hanlon [85], of the
fixed point Möbius invariant of the partition lattice. This technique is discussed in
Section 4.6.

Theorem 4.4.7 (Stanley [167]). For all positive integers n,

H̃n−3(Π̄n)) ∼=Sn
e2πi/n ↑Sn

Cn
⊗ sgnn(4.4.4)

where Cn is the cyclic subgroup of Sn generated by σ := (1, 2, . . . , n) and e2πi/n

denotes the one dimensional representation of Cn whose character value at σ is
e2πi/n.

Proof. (Sundaram [175]). Theorem 4.4.1 is applied to the dual of the partition
lattice. By setting T = Z+, b = r + 1 and zi = 1 in (2.4.3), one obtains

(4.4.5)
∑
n>r

chWHr((Πn)∗) = chH̃r−2(Π̄r+1)
[ ∑

i≥1

hi

]
,

Now (4.4.2) yields,

∑
n≥1

(−1)n−1chH̃n−2(Πn \ {1̂}) =
∑
n≥1

n−1∑
r=0

(−1)rchWHr((Πn)∗)

=
∑
r≥0

(−1)rchH̃r−2(Π̄r+1)
[ ∑

i≥1

hi

]
.

Since ∆(Πn \ {1̂}) is contractible for all n > 1 and is {∅} when n = 1, it follows
that

h1 =
∑
r≥0

(−1)rchH̃r−2(Π̄r+1)
[ ∑

i≥1

hi

]
.

Since h1 is the plethystic identity,∑
r≥1

(−1)r−1chH̃r−3(Π̄r) =
( ∑

i≥1

hi

)[−1]

(4.4.6)

=
∑
d≥1

1
d
µ(d) log(1 + pd)

where [−1] denotes plethystic inverse, µ is the number theoretic Möbius function,
and pd is the power sum symmetric function. The last equation follows from a
formula of Cadogan [53], which is also derived in [175]. By extracting the degree
n term, we have

chH̃n−3(Π̄n) =
1
n

∑
d|n

(−1)n−n/dµ(d) p
n/d
d .(4.4.7)
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A standard formula for the character of an induced representation yields

ch e2πi/n ↑Sn

Cn
=

1
n

∑
d|n

µ(d) p
n/d
d .

By (2.4.1) and Theorem 2.4.3 (b), this together with (4.4.7) implies (4.4.4), as
desired. �

The representation e2πi/n ↑Sn

Cn
is a well-studied representation called the Lie

representation because it is isomorphic to the representation of the symmetric group
on the multilinear component of the free Lie algebra on n generators, cf., Theo-
rem 1.6.2.

Exercise 4.4.8 (Sundaram [175]). Use the Whitney homology technique to prove
the following results of Calderbank, Hanlon and Robinson [54].

(a) (equivariant version of Exercise 4.3.6 (e))∑
n≥0

(−1)nchH̃n−2(Π̄1 mod d
nd+1 ) =

( ∑
i≥0

hid+1

)[−1]

.

(b) (equivariant version of Exercise 4.3.6 (d))∑
n≥1

(−1)n−1chH̃n−2(Π̄0 mod d
nd ) =

( ∑
i≥1

hi

)[−1][ ∑
i≥1

hid

]
.(4.4.8)

We now present an equivariant version of Theorem 4.1.12, which extends The-
orem 4.4.1 to the nonpure setting. For any semipure sequentially Cohen-Macaulay
G-poset P with a bottom element 0̂, define r, m-Whitney homology to be the G-
module

WHr,m(P ) :=
⊕

x ∈ Pr

m(x) = m

H̃r−2(0̂, x),(4.4.9)

where m(x) is the length of the longest chain of P containing x and Pr := {x ∈ P :
r(x) = r}.
Theorem 4.4.9 (Wachs [199]). Let P be a semipure sequentially Cohen-Macaulay
G-poset. Then for all m,

(4.4.10) H̃m−1(P \ {0̂}) ∼=G

m⊕
r=0

(−1)m+r WHr,m(P ).

Example 4.4.10 (equivariant version of Example 4.3.8 [199]). We will use Theo-
rem 4.4.9 and (2.4.3) to obtain the following formula for the two parameter gener-
ating function for the homology of Π̄≥k

n ,∑
m ≥ 1
n ≥ k

(−1)m−1chH̃m−2(Π̄≥k
n )un tm =

( ∑
i≥1

hi

)[−1][ ∑
i≥k

hi ui t
i
k �

]
.(4.4.11)

We apply (4.4.9) to the dual of Π≥k
n ,

WHr,m((Π≥k
n )∗) =

⊕
λ ∈ Par(T, r + 1)

λ � n
m(λ) = m

⊕
x∈Π(λ)

H̃r−2(x, 1̂),
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where T = {k, k + 1, . . . }, m(λ) =
∑

i�λi/k� − 1 (recall (4.3.3) here), and the
remaining notation is defined in Example 2.4.9 . By setting zi = uiti/k� in (2.4.3),
we obtain∑
m,n

chWHr,m−1((Π≥k
n )∗)un tm =

∑
λ∈Par(T,r+1)

(
ch

⊕
x∈Π(λ)

H̃r−2(x, 1̂)
)
u|λ| t

∑
iλi/k�

= chH̃r−2(Πr+1)
[ ∑

i≥k

hi ui t
i
k �

]
.

Thus formula (4.4.11) follows from (4.4.10) and (4.4.6).

The following result generalizes (4.4.8) and (4.4.11). Its proof is similar to that
of (4.4.11) described above.

Theorem 4.4.11 (Wachs [199]). Suppose S ⊆ {2, 3, . . . } is such that S and {s −
minS : s ∈ S} are closed under addition. For n ∈ S, let ΠS

n be the subposet of Πn

consisting of partitions whose block sizes are in S. Then∑
m ≥ 1
n ∈ S

(−1)m−1chH̃m−2(Π̄S
n) un tm =

( ∑
i≥1

hi

)[−1][ ∑
i∈S

hi ui tφ(i)
]
,

where φ(i) := max{j ∈ Z+ : i − (j − 1) minS ∈ S}.

We remark that the restricted block size partition poset ΠS
n ∪ {0̂} of Theo-

rem 4.4.11 is the intersection lattice of a subspace arrangement, which is discussed
further in Section 5.4.

Example 4.4.12 (equivariant version of Exercise 4.3.11 [199]). Theorem 4.4.9
and a generalization of (2.4.3) given in [199] can be used to obtain the following
formula for the two parameter generating function for the homology of the j mod d
partition poset for j = 2, 3, . . . , d:

∑
m ≥ 1
n ≥ 0

(−1)m chH̃m−1(Π̄
j mod d
nd+j ) und+jtmd0+1

=
( ∑

i≥0

hid0+1

)[−1][ ∑
i≥0

hid+j uid+jt
i

j0
�d0+1

]
,

where j0 = j

gcd(j,d)
and d0 = d

gcd(j,d)
.

Problem 4.4.13. Do the results of this section on restricted block size partition
lattices have nice generalizations to Dowling lattices or intersection lattices of Cox-
eter arrangements?

For other restricted block size partition posets with very interesting equivariant
homology, see the work of Sundaram [180].

4.5. Bases for the restricted block size partition posets

As we have seen in previous lectures, the construction of explicit bases for homology
and cohomology is an effective tool in studying group representations on homology.
In this section we construct bases for the homology and cohomology of the restricted
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block size partition posets studied in the previous section. These bases are used to
obtain further results on the representations of the symmetric group on homology
of the posets and to relate these representations to representations on homology of
certain interesting graph complexes.

4.5.1. The d-divisible partition lattice Π0 mod d
nd

We construct analogs of the splitting basis for the homology of the partition lattice
given Section 3.2.2 and its dual basis for cohomology. To switch-split a permutation
σ at position j is to form the partition

σ(1), . . . , σ(j − 1), σ(j + 1) | σ(j), σ(j + 2) . . . , σ(n)

of [n]. Switch-splitting a permutation at two or more nonadjacent positions is
defined similarly. Let d ≥ 2. For each σ ∈ Snd, let Πd

σ be the induced subposet of
Π0 mod d

nd consisting of partitions obtained by splitting or switch-splitting σ at any
number of positions in {d, 2d, . . . , nd}. The subposet Π2

123456 of Π0 mod 2
6 is shown

in Figure 4.5.1.
Each poset Πd

σ ∪{0̂} is isomorphic to the face lattice Cn−1 of the (n− 1)-cross-
polytope. Therefore ∆(Π̄d

σ) is an (n − 2)-sphere embedded in ∆(Π̄0 mod d
nd ), and

hence it determines a fundamental cycle ρd
σ ∈ H̃n−2(Π̄0 mod d

nd ; Z). In each poset Π̄d
σ,

we select a distinguished maximal chain cd
σ whose k block partition is obtained by

splitting σ at positions d, 2d, . . . , (k − 1)d, for k = 2, 3, . . . , n. For example,

c2
123456 = (12/34/56 < 12/3456).

Let

Ad
n := {σ ∈ Snd : des(σ) = {d, 2d, . . . , (n − 1)d}, σ(nd) = nd}.

Recall that in Exercise 4.3.6 (d), it is stated that Π̄0 mod d
nd has the homotopy type

of a wedge of |Ad
n| spheres of dimension n − 2.

Theorem 4.5.1 (Wachs [196]). The set {ρd
σ : σ ∈ Ad

n} forms a basis for H̃n−2(Π̄0 mod d
nd ; Z)

and the set {cd
σ : σ ∈ Ad

n} forms a basis for H̃n−2(Π̄0 mod d
nd ; Z).

The theorem is proved by first showing that for all α, β ∈ Ad
n, if cd

α ∈ Πd
β then

α ≤ β in lexicographic order. This is used to establish linear independence of both
{ρd

σ : σ ∈ Ad
n} and {cd

σ : σ ∈ Ad
n}. The result then follows from Exercise 4.3.6 (d).
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The “splitting basis” given in Theorem 4.5.1 is used in [196] to give a combi-
natorial proof of the following result of Calderbank Hanlon and Robinson, which
was first conjectured by Stanley.

Theorem 4.5.2 (Calderbank, Hanlon and Robinson [54]). Let Hn,d be the skew
hook of size nd − 1 and descent set {d, 2d, . . . , (n − 1)d} (cf. Section 2.2). Then

H̃n−2(Π̄0 mod d
nd ) ↓Snd

Snd−1
∼=Snd−1 SHn,d

Calderbank, Hanlon, Robinson obtain this result as a consequence of (4.4.8).
By mapping tableaux of shape Hn,d to maximal chains of Π̄0 mod d

nd , one gets a
combinatorial proof. Indeed, for each tableaux T of shape Hn,d, let σT be the
permutation obtained by reading the entries of the skew hook tableaux T from the
southwest end to the northeast end of T and then attaching nd. Now define

cT := cd
σT

and ρT := ρd
σT

.

Theorem 4.5.3 (Wachs [196]). The map T �→ cT induces a well-defined Snd−1-
isomorphism from the skew hook Specht module SHn,d to H̃n−2(Π̄0 mod d

nd ) ↓Snd

Snd−1
.

To prove this, one first observes that the row permutations leave cT invariant;
then one shows that the Garnir relations map to cohomology relations.

There is a dual version of polytabloid defined for each tableaux T by

e∗T :=
∑

α∈Rλ

∑
β∈Cλ

sgn(β) Tβα.

(This is actually closer to the traditional notion of polytabloid than the one we
gave in Section 2.2.) For each skew or straight shape λ, it is known that

〈e∗T : T ∈ Tλ〉 ∼=Sn Sλ.

Theorem 4.5.4 (Wachs [196]). The map e∗T �→ ρT induces a well-defined Snd−1-
isomorphism from SHn,d to H̃n−2(Π̄0 mod d

nd ) ↓Snd

Snd−1
.

All the results of this subsection were generalized to the restricted block size
partition posets ΠS

n of Theorem 4.4.11 by Browdy and Wachs [50, 51]. The nonpu-
rity of ΠS

n in the general case significantly increases the complexity of the results.
The “at least k” partition poset Π≥k

n is an example of such a nonpure poset.

4.5.2. The 1 mod d partition lattice Π1 mod d
nd+1

First we describe a basis for top cohomology of Π̄1 mod d
nd+1 , due to Hanlon and Wachs

[91], which generalizes the decreasing chain basis {c̄σ : σ ∈ Sn, σ(n) = n} for
cohomology of Π̄n given in Section 3.2.2. This basis is used in [91] to prove a
generalization of Theorem 1.6.2, which relates the Snd+1-module H̃n−2(Π̄1 mod d

nd+1 )
to a (d + 1)-ary version of the free Lie algebra. Then we describe a basis for
top homology found about ten years later by Shareshian and Wachs [157], which
generalizes the tree-splitting basis for homology of Π̄n given in Section 3.2.2. This
basis is used in [157] to relate the Snd+1-module H̃n−2(Π̄1 mod d

nd+1 ) to the homology
of graph complexes studied by Linusson Shareshian and Welker [120] and Jonsson
[103].

Let T d
nd+1 be the set of rooted planar (d + 1)-ary trees on leaf set [nd + 1] (i.e.,

rooted trees in which each internal node has exactly d+1 children that are ordered
from left to right). For any node x of T ∈ T d

nd+1, let m(x) be the smallest leaf in
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the tree rooted at x. A tree T in T d
nd+1 is said to be a d-brush if for each node y of

T , the m-values of the children of y increase from left to right, and the child with
the largest m-value is a leaf. An example of a 1-brush is given in Figure 4.5.2 (a)
and of a 2-brush is given in Figure 4.5.2 (b). Note that every 1-brush looks like a
comb, which is the reason for the terminology “brush”.

Exercise 4.5.5.
(a) Show that the number of 1-brushes on leaf set [n + 1] is n!.
(b) Show that the number of 2-brushes on leaf set [2n + 1] is (2n − 1)!!2.

Recall from Section 1.6 that the postorder traversal of a binary tree on leaf set
[n] yields a maximal chain of Π̄n. Now we consider a more general construction,
which associates a maximal chain cT of Π̄1 mod d

nd+1 to each tree T in T d
nd+1. Each

internal node y of T corresponds to a merge of d +1 blocks that are the leaf sets of
the trees rooted at the d+1 children of y. Postorder traversal of internal nodes of T
yields a sequence of merges, which corresponds to a maximal chain cT of Π̄1 mod d

nd+1 .
For example if T is the tree of Figure 4.5.2 (b) then

cT = 159/2/7/3/4/8/6 <· 15927/3/4/8/6 <· 15927/348/6

Theorem 4.5.6 (Hanlon and Wachs [91]). Let Bd
nd+1 be the set of d-brushes in

T d
nd+1. The set {cT : T ∈ Bd

nd+1} forms a basis for H̃n−2(Π̄1 mod d
nd+1 ; Z).

Exercise 4.5.7 (Hanlon and Wachs [91]). Prove Theorem 4.5.6 by showing

(a) The set {cT : T ∈ Bd
nd+1} spans H̃n−2(Π̄1 mod d

nd+1 ; Z).
(b) |Bd

nd+1| = |µ(Π1 mod d
nd+1 )|.

We now construct the Shareshian-Wachs basis for homology of Π̄1 mod d
nd+1 . Just

like the tree-splitting basis, which it generalizes, it consists of fundamental cycles
of Boolean algebras embedded in Π1 mod d

nd+1 .
A connected graph G is said to be a d-clique tree if either G consists of a single

node, or G contains a d-clique, the removal of whose edges results in a graph with d
connected components that are all d-clique trees. Note that each edge of a d-clique
tree is in a unique d-clique and the removal of the edges of any d-clique from a
d-clique tree results in a graph with d connected components that are all d-clique
trees. Note also that a 2-clique tree is an ordinary tree. An example of a 3-clique
tree, which we refer to as a triangle tree, is given in Figure 4.5.3.
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Given a (d + 1)-clique tree T on node set [nd + 1], one obtains a partition
in Π1 mod d

nd+1 by choosing any set of (d + 1)-cliques of T and removing the edges
of each clique in the set. The blocks of the partition are the node sets of the
connected components of the resulting graph. We say that the partition is obtained
by splitting the (d + 1)-clique tree T at the chosen set of (d + 1)-cliques. For
example, the partition obtained by splitting the triangle tree at the shaded triangles
in Figure 4.5.4 is

19, 16, 6 / 8, 15, 18, 12, 13 / 10, 2, 1, 9, 7 / 3 / 17, 5, 4, 11, 14.

Now let ΠT be the subposet of Π1 mod d
nd+1 consisting of partitions obtained by splitting

T . Clearly ΠT is isomorphic to the subset lattice Bn. Therefore ∆(Π̄T ) is an (n−2)-
sphere which determines a fundamental cycle ρT .

Theorem 4.5.8 (Shareshian and Wachs [157]). The set of fundamental cycles ρT

such that T is a (d + 1)-clique tree on node set [nd + 1], spans H̃n−2(Π̄1 mod d
nd+1 ; Z).

This is proved by identifying a set S of (d+1)-clique trees, called increasing (d+
1)-clique trees, and establishing a bijection and unitriangular relationship between
(d + 1)-clique trees and d-brushes. This shows that {ρT : T ∈ S} is a basis for
H̃n−2(Π̄1 mod d

nd+1 ; Z). The increasing 2-clique trees are the increasing trees discussed
in Section 3.2.2 and the homology basis is the tree splitting basis.

Next we discuss an application of Theorem 4.5.8 that led to the discovery of the
clique tree splitting basis in the first place. Let NPM2n be the poset of nonempty
graphs on node set [2n] that don’t contain a perfect matching (i.e., a subgraph
in which each of the 2n vertices has degree 1), ordered by inclusion of edge sets.
Linusson, Shareshian, and Welker [120] show, using discrete Morse theory, that
NPM2n has the homotopy type of a wedge of (2n − 1)!!2 spheres of dimension
3n − 4. It was in this work that the increasing triangle trees first arose as the
critical elements of a Morse matching on NPM2n (increasing triangle trees are just
called trees of triangles in [120]). See the chapter by Forman [74] in this volume to
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learn about discrete Morse theory and critical elements. Recall that the property
of containing (or not containing) a perfect matching is an example of a monotone
graph property (see Section 1.4). When we discuss Alexander duality in the next
lecture, we will see how the homology of the poset of graphs that have a monotone
graph property is related to the homology of the poset of graphs that don’t have
the property.

Theorem 4.5.8 and discrete Morse theory play essential roles in the proof of the
following equivariant version of the Linusson-Shareshian-Welker result. Indeed, dis-
crete Morse theory is used to show that there is a sign twisted S2n−1-isomorphism
between the homology of NPM2n and the cohomology of another poset called the
factor critical graph poset. Discrete Morse theory is also used to show that the co-
homology of the factor critical graph poset is generated by certain maximal chains
naturally indexed by triangle trees. This gives a natural map from the triangle tree
generators ρT of homology of Π1 mod 2

2n−1 to the maximal chains of the factor critical
graph poset that are indexed by the triangle trees. Relations on the triangle tree
generators of H̃n−3(Π̄1 mod 2

2n−1 ) are derived, which are shown to map to coboundary
relations in the factor critical graph poset.

Theorem 4.5.9 (Shareshian and Wachs [157]). For all n ≥ 1,

H̃3n−4(NPM2n) ↓S2n

S2n−1
∼=S2n−1 H̃n−3(Π̄1 mod 2

2n−1 ) ⊗ sgn2n−1.

Another graph poset, recently studied by Jonsson [103], curiously has the same
bottom nonvanishing homology as NPM2n and Π̄1 mod 2

2n−1 (up to sign twists). A graph
is said to be d-edge-connected if removal of any set of at most d − 1 edges leaves
the graph connected. So a 1-edge-connected graph is just a connected graph. The
d-clique trees are examples of graphs that are (d − 1)-edge-connected but not d-
edge-connected. In fact, the d-clique trees are minimal elements of the poset of
(d− 1)-edge-connected graphs. Jonsson studied the integral homology of the poset
of graphs that are not 2-edge-connected. Let NECd

n be the poset of nonempty
graphs on node set [n] that are not d-edge-connected. Jonsson discovered that
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NEC2
2n+1 has homology in multiple dimensions and that the bottom nonvanishing

reduced integral homology is in dimension 3n − 2 and is of rank (2n − 1)!!2. His
proof involves discrete Morse theory with the increasing triangle trees as the critical
elements. Shareshian and Wachs [157] obtain the following equivariant version of
Jonsson’s result by giving presentations of the two homology groups in terms of
triangle-trees.

Theorem 4.5.10 (Shareshian and Wachs [157]). For all n,

H̃3n−2(NEC2
2n+1) ∼=S2n+1 H̃n−2(Π̄1 mod 2

2n+1 ) ⊗ sgn2n+1.

Conjecture 4.5.11 (Shareshian and Wachs [157]). For all n, d ≥ 1,

H̃(d+1
2 )n−2(NECd

dn+1) ∼=Sdn+1 H̃n−2(Π̄1 mod d
dn+1 ) ⊗ sgn⊗d+1

dn+1 ,

and
H̃i(NECd

dn+1) = 0

if i <
(
d+1
2

)
n − 2.

The conjecture is true for d = 1, 2. Indeed, Jonsson’s homology result and
Theorem 4.5.10 comprise the d = 2 case. The conjecture for d = 1 says that that
the poset of disconnected graphs on node set [n + 1] has homology isomorphic, as
an Sn+1-module, to that of the partition lattice. A proof of this well-known result
is discussed in Example 5.2.8.

There is another interesting poset with the same homotopy type and Snd+1-
equivariant homology as that of Π̄1 mod d

nd+1 , worth mentioning here. This poset is
the proper part of the poset T 2 mod d

nd+2 of homeomorphically irreducible trees on leaf
set [nd + 2] in which each internal node has degree congruent to 2 mod d. By
homeomorphically irreducible we mean nonrooted and no node has degree 2. The
order relation is as follows: T1 < T2 if T1 can be obtained from T2 by contracting
internal edges. So the bottom element of T 2 mod d

nd+2 is the star tree (the tree with only
one internal node), and the maximal elements are trees in which each internal node
has degree exactly d + 2. The d = 1 case of the tree poset T 2 mod d

nd+2 has arisen in
various areas such as algebraic geometry, homotopy theory, geometric group theory,
mathematical physics and mathematical biology; see eg., [46, 195, 146, 209, 145,
1, 18, 136] and the references contained therein. Vogtmann [195] showed that
the tree poset in the d = 1 case is homotopy Cohen-Macaulay. There is a natural
action of Snd+2 on T 2 mod d

nd+2 whose representation on the homology of T 2 mod d
nd+2 −{0̂}

was computed by Robinson and Whitehouse [146] in the d = 1 case. Hanlon [87]
introduced the general tree poset T 2 mod d

nd+2 , proved that it is Cohen-Macaulay, and
generalized the Robinson-Whitehouse result.

Theorem 4.5.12 (Robinson and Whitehouse, d = 1 [146], Hanlon [87]). For all
d, n ≥ 1,

H̃n−2(T̄ 2 mod d
nd+2 ) ∼=Snd+2 H̃n−2(Π̄1 mod d

nd+1 ) ↑Snd+2
Snd+1

−H̃n−1(Π̄1 mod d
nd+2 ).

The d = 1 case of the Snd+2-module given in Theorem 4.5.12 has come to be
known as the Whitehouse module. It has occurred in a variety of diverse contexts
such as homotopy theory [146, 209], cyclic Lie operads [79, 109], homology of
partition posets [179, 180], knot theory and graph complexes [8], and hyperplane
arrangements and Lie algebra homology [90].
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From Theorem 4.5.12, one can show that (see [181]),

(4.5.1) H̃n−2(T̄ 2 mod d
nd+2 ) ↓Snd+2

Snd+1
∼=Snd+1 H̃n−2(Π̄1 mod d

nd+1 ).

A direct combinatorial proof of this is discussed in the following exercise.

Exercise 4.5.13. By removing the leaf nd + 2 from any tree T in T 2 mod d
nd+2 and

designating the internal node that had been adjacent to the leaf nd+2 as the root,
one turns T into a rooted nonplanar tree on leaf set [nd + 1] in which each internal
node has id + 1 children, for some i ≥ 1. The maximal elements of T 2 mod d

nd+2 are
now rooted nonplanar (d + 1)-ary trees on leaf set [nd + 1].

(a) Show that any linear extension of the following partial ordering of rooted
nonplanar (d + 1)-ary trees on leaf set [nd + 1] is a recursive coatom
ordering of T 2 mod d

nd+2 ∪{1̂}. Let T1 ∧T2 ∧ · · · ∧Td+1 denote the (d+1)-tree
in which T1, T2, . . . , Td+1 are the subtrees of the root. The partial order
is defined to be the transitive closure of the relation given by T < T ′ if T ′

can be obtained from T by replacing some subtree

(T1 ∧ · · · ∧ Td+1) ∧ Td+2 ∧ · · · ∧ T2d+1

with the subtree

(T1 ∧ · · · ∧ Td ∧ Td+2) ∧ Td+1 ∧ Td+3 ∧ T2d+1

where the minimum leaf of Td+2 is less than the minimum leaf of Td+1.
(b) The poset T 2 mod d

nd+2 can be viewed as the face poset of a simplicial complex
whose facets correspond to rooted nonplanar (d + 1)-ary trees on leaf set
[nd + 1]. Hence the recursive coatom ordering of (a) is simply a shelling
of the simplicial complex. Show that the homology facets of the shelling
correspond to the d-brushes. Consequently,

(4.5.2) T̄ 2 mod d
nd+2 � Π̄1 mod d

nd+1 .

(c) Prove (4.5.1) by first observing that the set of the rooted planar (d + 1)-
ary trees on leaf set [nd + 1] indexes respective sets of maximal chains of
Π̄1 mod d

nd+1 and T̄ 2 mod d
nd+2 that generate top cohomology, and then showing

that the two cohomology groups have the same presentation in terms of
rooted planar (d + 1)-ary trees on leaf set [nd + 1].

Trappmann and Ziegler [188] established shellability of T 2 mod d
nd+2 in a differ-

ent way from Exercise 4.5.13 (a), but with the same homology facets as in Exer-
cise 4.5.13 (b). Ardila and Klivans [1] and Robinson [145] have recently indepen-
dently proved a result stronger than the homotopy result (4.5.2) and the homology
result (4.5.1) in the d = 1 case; namely that T̄ 2 mod 1

n+1 and Π̄n are Sn-homeomorphic.
Robinson’s homeomorphism for the d = 1 case restricts to a homeomorphism for
the general case. Hence T̄ 2 mod d

nd+2 and Π̄1 mod d
nd+1 are Snd+1-homeomorphic for all

n, d ≥ 1.

Problem 4.5.14. It is well-known that for each permutation in Sn, there is a
distinct copy of the face poset of the (n − 1)-dimensional associahedron embedded
in T 2 mod 1

n+2 and that by taking fundamental cycles, one obtains a basis for the
homology of T̄ 2 mod 1

n+2 . The associahedron is discussed in the chapter of Fomin and
Reading in this volumn [71]. Is there a nice basis for homology of T̄ 2 mod d

nd+2 for
general d, consisting of fundamental cycles of embedded face posets of polytopes,
which are copies of some sort of d-analog of the associahedron?
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By Theorem 4.5.9 and the isomorphism (4.5.1), the restriction of the S2n-
equivariant homology of NPM2n and T̄ 2 mod 2

2n to S2n−1 are isomorphic (up to
tensoring with the sign representation). For the unrestricted homology modules,
we have the following conjecture.

Conjecture 4.5.15 (Linusson, Shareshian and Welker [120]). For all n ≥ 1,

H̃3n−4(NPM2n) ∼=S2n
H̃n−4(T̄ 2 mod 2

2n ) ⊗ sgn2n.

4.6. Fixed point Möbius invariant

We conclude this lecture with a very brief discussion of another commonly used
recursive technique for computing homology representations. Let P be a G-poset
and for each g ∈ G, let P g denote the induced subposet of P consisting of elements
that are fixed by g. Let χP be the character of the virtual representation of G
on ⊕i(−1)iH̃i(P ). The following consequence of the Hopf-Lefschetz fixed point
theorem first appeared in the combinatorics literature in the work of Baclawski and
Björner [13].

Theorem 4.6.1. For any G-poset P and g ∈ G,

χP (g) = µ(P̂ g).

There are many interesting applications of this theorem in the literature. We
give a simple example here.

Example 4.6.2 (Stanley, see [25]). Consider the normal word poset Nn,k under
the action of Sn. Since P := N̄n,k is Cohen-Macaulay, (−1)k−1χP is the character
of the representation of Sn on H̃k−1(N̄n,k). The words that are fixed by g are the
words whose letters are fixed points of g. So P g is the poset of normal nonempty
words of length at most k on alphabet F (g), where F (g) is the set of fixed points
of g. By Exercise 4.3.2 (c), µ(P̂ g) = (−1)k−1(|F (g)| − 1)k. Since the irreducible
representation S(n−1,1) has the character (|F (g)| − 1), its kth tensor power has the
character (|F (g)| − 1)k. By Theorem 4.6.1,

H̃k−1(N̄n,k) ∼=Sn
(S(n−1,1))⊗k.

Since the identical argument works for Wn,k,

H̃k−1(W̄n,k) ∼=Sn
(S(n−1,1))⊗k.

Exercise 4.6.3. Show that if χ is the character of the representation of Sn on the
homology of the injective word poset Īn,n then

χ(g) = d|F (g)|,

where dj is the number of derangements of j letters.



LECTURE 5
Poset operations and maps

5.1. Operations: Alexander duality and direct product

In this section we consider some fundamental operations on posets and their affect
on homology. The operations are Alexander duality, join and direct product.

Theorem 5.1.1 (Poset Alexander duality, Stanley [167, 169]). Let P be a G-poset
whose order complex triangulates an n-sphere. If Q is any induced G-subposet of
P then for all i,

H̃i(Q) ∼=G H̃n−i−1(P − Q) ⊗ H̃n(P ).
If Q is any induced subposet of P then for all i,

H̃i(Q; Z) ∼= H̃n−i−1(P − Q, Z).

Exercise 5.1.2. Let P be the poset of all graphs on node set [n] ordered by
inclusion of edge sets. The symmetric group Sn acts on P in the obvious way,
making P an Sn-poset. Let Q be an induced subposet of P invariant under the
action of Sn. Show that for all i,

H̃i(Q̄) ∼=Sn H̃(n
2)−i−3(P̄ − Q̄) ⊗ sgn⊗n

n .

For example, if Q is the poset of connected graphs on node set [n] and R is the
poset of disconnected graphs on node set [n] then

H̃i(Q̄) ∼=Sn H̃(n
2)−i−3(R̄) ⊗ sgn⊗n

n .

Exercise 5.1.3. Given a simplicial complex ∆ on vertex set V , its Alexander
dual ∆∨ is defined to be the simplicial complex on V consisting of complements of
nonfaces of ∆, i.e.,

∆∨ = {V − F : F ⊆ V and F /∈ ∆}.
How are the homology of ∆ and its Alexander dual related?

Let P be a G-poset and let Q be an H-poset. Then the join P ∗ Q and the
product P × Q are (G × H)-posets with respective (G × H) actions given by

(g, h)x =

{
gx if x ∈ P

hx if x ∈ Q
,

91



92 WACHS, POSET TOPOLOGY

and
(g, h)(p, q) = (gp, hq).

We have the following poset version of the Künneth theorem of algebraic topology.

Theorem 5.1.4. Let P be a G poset and let Q be an H-poset. Then

H̃r(P ∗ Q) ∼=G×H

⊕
i

H̃i(P ) ⊗ H̃r−i−1(Q),

for all r.

A result of Quillen [135] states that if P and Q have bottom elements 0̂P and
0̂Q, respectively, then there is a (G × H)-homeomorphism

P × Q \ {(0̂P , 0̂Q)} ∼=G×H P \ {0̂P } ∗ Q \ {0̂Q}.
Walker [204, 205] proves the similar result that if P and Q have top elements as
well as bottom elements then there is a (G × H)-homeomorphism

P × Q ∼=G×H P̄ ∗ Q̄ ∗ A2,

where A2 is a two element antichain on which the trivial group acts. Theorem 5.1.4
and Quillen’s and Walker’s results yield,

Theorem 5.1.5. Let P be a G-poset with a bottom element 0̂P and let Q be an
H-poset with a bottom element 0̂Q. Then for all r,

H̃r(P × Q \ {(0̂P , 0̂Q)} ∼=G×H

⊕
i

H̃i(P \ {0̂P }) ⊗ H̃r−i−1(Q \ {0̂Q}).

If P and Q also have top elements then for all r,

H̃r(P × Q) ∼=G×H

⊕
i

H̃i(P̄ ) ⊗ H̃r−i−2(Q̄).

Exercise 5.1.6. Let P and Q be posets with bottom elements. Show that P × Q
is Cohen-Macaulay if and only if P and Q are Cohen-Macaulay. This result also
holds in the nonpure case but is more difficult to prove; see [44].

The products in Theorem 5.1.5 are known as reduced products. There is a
similar formula for the homology of ordinary direct products which follows from
the Künneth theorem and another (G × H)-homeomorphism

P × Q ∼= ‖P‖ × ‖Q‖
of Quillen [135] and Walker [205].

Theorem 5.1.7. Let P be a G-poset and let Q be an H poset. Then for all r,

Hr(P × Q) ∼=G×H

⊕
i

Hi(P ) ⊗ Hr−i(Q).

Next we consider the n-fold product P×n of a G-poset P . The group that acts
on P×n is the wreath product Sn[G], defined in Section 2.4. The action on P×n is
given by

(g1, g2, . . . , gn;σ)(p1, p2, . . . , pn) = (g1pσ−1(1), g2pσ−1(2), . . . , gnpσ−1(n)).
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For each pair of positive integers i and m, define the Sm[G]-module

H(P, i, m) :=

⎧⎪⎨
⎪⎩

S(m)[Hi−1(P )] if i is odd

S(1m)[Hi−1(P )] if i is even.

For a partition λ with mi parts equal to i for each i, let

Sλ[G] := X
i:mi>0

Smi [G]

and define the Sλ[G]-module

H(P, λ) :=
⊗

i:mi>0

H(P, i, mi).

We can now state an analog of Theorem 5.1.7.

Theorem 5.1.8 (Sundaram and Welker [183]). Let P be a G-poset. Then for all
r,

Hr(P×n) ∼=Sn[G]

⊕
λ � r + n
l(λ) = n

H(P, λ) ↑Sn[G]
Sλ[G] .

For an analog of Theorem 5.1.5, define the Sm[G]-modules

H̃(P, i, m, 1) :=

⎧⎪⎨
⎪⎩

S(m)[H̃i−2(P )] if i is odd

S(1m)[H̃i−2(P )] if i is even

and

H̃(P, i, m, 2) :=

⎧⎪⎨
⎪⎩

S(1m)[H̃i−2(P )] if i is odd

S(m)[H̃i−2(P )] if i is even

and the Sλ[G]-modules

H̃(P, λ, 1) :=
⊗

i:mi>0

H̃(P, i, mi, 1)

and
H̃(P, λ, 2) :=

⊗
i:mi>0

H̃(P, i, mi, 2).

Theorem 5.1.9 (Sundaram and Welker [183]). Let P be a G-poset with a bottom
element 0̂. Then for all r,

H̃r(P×n − {(0̂, . . . , 0̂)}) ∼=Sn[G]

⊕
λ � r + n + 1

l(λ) = n

H̃(P − {0̂}, λ, 1) ↑Sn[G]
Sλ[G] .

If P also has a top element then for all r,

H̃r(P×n) ∼=Sn[G]

⊕
λ � r + 2
l(λ) = n

H̃(P̄ , λ, 2) ↑Sn[G]
Sλ[G] .

We remark that we have stated Theorems 5.1.8 and 5.1.9 in a form different
from the original given in [183] but completely equivalent.
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Example 5.1.10 (The Boolean algebra Bn). We apply the second part of The-
orem 5.1.9 to Bn = B×n

1 . The trivial group S1 acts on B1 and this induces an
action of Sn[S1] = Sn on Bn, which is precisely the action given in (2.3.1). Clearly
H̃i−2(B̄1) = 0 unless i = 1, in which case H−1(B̄1) is the trivial representation of
S1. It follows that

H̃(B1, 1, m, 2) = S(1m)[S(1)] = S(1m),

and H̃(B1, i, m, 2) = 0 for i = 1. Hence

H̃(B1, λ, 2) =

{
S(1n) if λ = (1n)
0 otherwise.

It follows that the only nonzero term in the decomposition given in Theorem 5.1.9
is the term corresponding to λ = (1n) and r = n − 2. Hence we recover the fact
that H̃r(B̄n) is the sign representation for r = n − 2 and is 0 otherwise.

Exercise 5.1.11. The face lattice Cn of the n-cross-polytope with its top element
removed can be expressed as a product,

Cn \ 1̂ = (C1 \ 1̂)×n.

Since S2 acts on C1 \ {1̂}, the product induces an action of the hyperoctahedral
group Sn[S2] on Cn \ 1̂.

(a) Show that this action is the action given in Example 2.3.3.
(b) Use Theorem 5.1.9 to prove that

H̃r(C̄n) ∼=Sn[S2]

{
S(1n)[S(12)] if r = n − 1
0 otherwise.

(c) Use Theorem 5.1.9 to obtain a generalization of the formula in (b) for the
poset X×n

m , where Xm is the poset consisting of a bottom element 0̂ and
m atoms.

Example 5.1.12 ([183]). In this example we compute the homology of lower
intervals in the partition lattice Πn. Each lower interval is isomorphic to a product
of smaller partition lattices,

[0̂, x] ∼= X
i

Π×mi
i ,

where mi is equal to the number of blocks of x of size i. The stabilizer (Sn)x of
x under the action of Sn on Πn is isomorphic to Xi Smi [Si]. The (Sn)x-poset
[0̂, x] is isomorphic to the Xi Smi [Si]-poset Xi Π×mi

i . We use the second parts
of Theorems 5.1.5 and 5.1.9 to compute the representation of Xi Smi [Si] on the
homology of (0̂, x). This yields the following formula of Lehrer and Solomon [117]
for the only nonvanishing homology,

H̃r(x)−2(0̂, x) ∼=Xi Smi
[Si] S(m1)[H̃−2(Π̄1)]⊗S(1m2 )[H̃−1(Π̄2)]⊗S(m3)[H̃0(Π̄3)]⊗· · · .

By summing over all set partitions of rank r and taking Frobenius characteristic
one gets,

ch
⊕

x ∈ Πn

r(x) = r

H̃r−2(0̂, x) = degree n term in (−1)rhn−r

[ ∑
m≥1

(−1)m−1chH̃m−3(Π̄m)
]
.
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Exercise 5.1.13 ([175, 176]). Use Theorems 5.1.5 and 5.1.9 to compute the rep-
resentation of Xi Smi

[Si] on Hi(0̂, x), where mi is equal to the number of blocks
of x of size i and (0̂, x) is an interval in the

(a) d-divisible partition lattice Π0 mod d
nd ,

(b) 1 mod d partition poset Π1 mod d
nd+1 .

Computations such as those of Example 5.1.12 and Exercise 5.1.13 are used in
applications of equivariant versions of the Orlik-Solomon formula and the Goresky-
MacPherson formula. This is discussed further in Section 5.4.

The examples above don’t adequately demonstrate the power of the product
theorems because in these examples homology occurs in only one dimension. A
demonstration of the full power can be found in [176], [182] and [199], where
representations on the homology of intervals of the k-equal partition lattice Πn,k,
the at least k partition lattice Π≥k

n , the general j mod d partition poset Πj mod d
nd+j ,

and the other restricted block size partition posets of Section 4.4, are computed.

5.2. Quillen fiber lemma

In a seminal 1978 paper, Quillen introduced several poset fiber theorems. In this
section we shall present the most basic of these, known as the “the Quillen fiber
lemma”, which has proved to be one of the most useful tools in poset topology.

Given two posets P and Q, a map f : P → Q is called a poset map if it is order
preserving, i.e., x ≤P y implies f(x) ≤Q f(y). Given two G-posets P and Q, a
poset map f : P → Q is called a G-poset map if gf(x) = f(gx) for all x ∈ P . Given
two simplicial complexes ∆ and Γ, a simplicial map is a map f : ∆ → Γ that takes
0-faces of ∆ to 0-faces of Γ and preserves inclusions, i.e., f is a poset map from P (∆)
to P (Γ). If ∆ and Γ are G-simplicial complexes and f commutes with the G-action
then f is said to be a G-simplicial map. A G-continuous map f : X → Y from
G-space X to G-space Y is a continuous map that commutes with the G-action.
Clearly, a G-poset map f : P → Q induces a G-simplicial map f : ∆(P ) → ∆(Q),
which in turn induces a G-continuous map f : ‖∆(P )‖ → ‖∆(Q)‖.

For any element x of a poset P , let

P>x := {y ∈ P : y > x} and P≥x := {y ∈ P : y ≥ x}.
The subsets P<x and P≤x are defined similarly.

The basic version of the Quillen fiber lemma pertains to homotopy type. Quillen
also gave an integral homology version and a equivariant homology version. There
is also an equivariant homotopy version due to Thévenaz and Webb [187]. We
present only the homotopy version and the equivariant homology version. Recall
that � denotes homotopy equivalence.

Theorem 5.2.1 (Quillen fiber lemma [135]). Let f : P → Q be a poset map. If
the fiber f−1(Q≤y) is contractible for all y ∈ Q then

P � Q.

Theorem 5.2.2 (Equivariant homology version [135]). Let f : P → Q be a G-poset
map. If the fiber f−1(Q≤y) is acyclic (over C) for all y ∈ Q then

H̃r(P ) ∼=G H̃r(Q)

for all r.
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Let’s look at Quillen’s original example [135]. For a finite group G, let Sp(G)
be the poset of nontrivial p-subgroups of G ordered by inclusion and let Ap(G)
be the induced subposet of nontrivial elementary abelian p-subgroups of G. The
poset Sp(G) and its order complex were studied by Brown in his work on group
cohomology. Quillen proposed the smaller poset Ap(G) as a way of studying the
homotopy invariants of the Brown complex. He used the Quillen fiber lemma
to establish homotopy equivalence between the Brown complex and the Quillen
complex. Both posets are G-posets, where G acts by conjugation.

Theorem 5.2.3 (Quillen [135]). For any finite group G and prime p,

Ap(G) � Sp(G),(5.2.1)

and

H̃j(Ap(G)) ∼=G H̃j(Sp(G)) ∀j.(5.2.2)

Proof. The inclusion map
i : Ap(G) → Sp(G)

is a G-poset map. Let us show that the fiber i−1(Sp(G)≤H) is contractible for all
H ∈ Sp(G) so that we can apply the Quillen fiber lemma. Note that

i−1(Sp(G)≤H) = Ap(H).

Since H is a nontrivial p-group, it has a nontrivial center. Let B be the subgroup
of the center consisting of all elements of order 1 or p. Consider the poset map
f : Ap(H) → {BA : A ∈ Ap(H)} defined by f(A) = BA. The fibers of this map
are contractible since they all have maximum elements. So by the Quillen fiber
lemma

Ap(H) � {BA : A ∈ Ap(H)}.
Since {BA : A ∈ Ap(H)} has minimum element B, it is contractible. So Ap(H)
and thus i−1(Sp(G)≤H) is contractible. Hence by the Quillen fiber lemma, (5.2.1)
holds and by the equivariant homology version, (5.2.2) holds. �

For certain finite groups G, the homology of the Quillen complex ∆(Ap(G)) is
well-understood; namely for groups of Lie type. Quillen [135] shows that for groups
G of Lie type in characteristic p, the Quillen complex ∆(Ap(G)) is homotopic to
a simplicial complex known as the building for G, which has the homotopy type
of a wedge of spheres of a single dimension. Webb [207] shows that the unique
nonvanishing G-equivariant homology of Ap(G) is the same as that of the building,
which is known as the Steinberg representation. For general finite groups, the
Quillen complex is not nearly as well-behaved, nor well-understood. In fact, it
was only recently shown by Shareshian [154] that for certain primes the integral
homology of the Quillen complex of the symmetric group has torsion.

The following long-standing conjecture of Quillen imparts a sense of the signif-
icance of poset topology in group theory.

Conjecture 5.2.4 (Quillen Conjecture). For any finite group G and prime p, the
poset Ap(G) is contractible if and only if G has a nontrivial normal p-subgroup.

The necessity of contractibility was proved by Quillen; the sufficiency is still
open. However significant progress has been made by Aschbacher and Smith [4].

In order to gain understanding of the Quillen complex for the symmetric group,
Bouc [47] considered the induced subposet Tn of S2(Sn) consisting of nontrivial
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2-subgroups of Sn that contain a transposition, and the induced subposet T ′
n of

A2(Sn) consisting of nontrivial elementary abelian 2-subgroups generated by trans-
positions. It is easy to see that T ′

n is Sn-homeomorphic to the matching complex
Mn discussed in Section 2.4.3. Bouc used the Quillen fiber lemma to prove

(5.2.3) Tn � T ′
n � Mn

and for all i,

(5.2.4) H̃i(Tn) ∼=Sn
H̃i(T ′

n) ∼=Sn
H̃i(Mn).

In addition to computing the representation of the symmetric group on the homol-
ogy of the matching complex, Bouc discovered torsion in the integral homology of
the matching complex. See [155], [200] and [103] for further results on torsion in
the matching complex.

Exercise 5.2.5. Prove (5.2.3) and (5.2.4).

The usefulness of the matching complex in understanding the topology of the
Quillen and Brown complexes was recently demonstrated by Ksontini [114, 115].
He used simple connectivity of Mn for n ≥ 8, which was proved by Bouc, to establish
simple connectivity of S2(Sn) for n ≥ 8. It was also shown by Ksontini [114, 115,
116], Shareshian [154], and Shareshian and Wachs [156] that a hypergraph version
of the matching complex is useful in studying the topology of ∆(Sp(Sn)) when
p ≥ 3.

Exercise 5.2.6. Let x̄ be a closure operator on P , i.e. x ≤ x̄ and ¯̄x = x̄ for all
x ∈ P . Define cl(P ) := {x ∈ P : x̄ = x}.

(a) Use the Quillen fiber lemma to prove:

P � cl(P ).

(b) Use (a) to show that

W̄(n, k) � N̄ (n, k).

(We already know this and (c) from Exercise 4.3.2.)
(c) Derive an equivariant homology version of the homotopy result in (a) and

use it to prove

H̃i(W̄(n, k)) ∼=Sn H̃i(N̄ (n, k)) ∀i.

Exercise 5.2.7 (Homology version of Rota’s crosscut theorem). Let L be a lattice
and let M be the subposet of L̄ consisting of non-0̂ meets of coatoms. Prove:

(a) L̄ � M .
(b) If G is a group acting on L then for all i, H̃i(L̄) ∼=G H̃i(M).
(c) Let Γ(L) be the simplicial complex whose vertex set is the set of coatoms

of L and whose faces are sets of coatoms whose meet is not 0̂ (this is
known as the cross-cut complex of L). Show L̄ � Γ(L) and if G is a group
acting on L then for all i, H̃i(L̄) ∼=G H̃i(Γ(L)).

The next two examples are connected with the combinatorics of knot spaces
and arose in the work of Vassiliev [191, 192, 193].
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Example 5.2.8. Let NCGn be the poset of disconnected graphs on node set [n]
ordered by inclusion of edge sets. Let

f : NCGn → Π̄n

be the poset map such that f(G) is the partition of [n] whose blocks are the node
sets of the connected components of G. The fibers of f are given by

f−1((0̂, π]) = (0̂, Gπ],

where Gπ is the graph whose connected components are cliques on the blocks of π.
Since the fibers have maximal elements they are contractible. Hence by the Quillen
fiber lemma

NCGn � Πn,

which implies that NCGn has the homotopy type of a wedge of (n − 1)! spheres of
dimension n − 3. By the equivariant homology version of the Quillen fiber lemma
the only nonvanishing homology of NCGn is given by

H̃n−3(NCGn) ∼=Sn
H̃n−3(Πn).(5.2.5)

Exercise 5.2.9. Let CGn be the poset of connected graphs on node set [n] ordered
by inclusion of edge sets. From Alexander duality and (5.2.5), we have that he only
nonvanishing homology of CGn is given by

H̃(n−1
2 )−1(CGn) ∼=Sn

sgn⊗n ⊗ H̃n−3(Πn).

Show that for n ≥ 3, the poset CGn has the homotopy type of a wedge of (n − 1)!
spheres of dimension

(
n−1

2

)
− 1.

Example 5.2.10. A graph is said to be k-connected if removal of any set of at
most k − 1 vertices leaves the graph connected. Note that, unless k = 1, this is a
different graph property from that of being k-edge-connected, which was discussed
in Section 4.5.2. Every triangle tree is 2-edge-connected, but not 2-connected if the
number of nodes is greater than 3. Let NCGk

n be the poset of graphs on node set
[n] that are not k-connected, ordered by inclusion of edge sets. The following result
solves a problem of Vassiliev [193] which arose from his study of knots.

Theorem 5.2.11 (Babson, Björner, Linusson, Shareshian, Welker [8], Turchin [190]).

(a) NCG
2

n has the homotopy type of a wedge of (n− 2)! spheres of dimension
2n − 5.

(b) H̃n−3(NCG
2

n) ↓Sn

Sn−1
∼=Sn−1 H̃n−4(Πn−1) ⊗ sgnn−1

(c) H̃n−3(NCG
2

n) ∼=Sn (H̃n−4(Πn−1) ↑Sn

Sn−1
−H̃n−3(Πn)) ⊗ sgnn

Note that the representation on the right side of (c) is the Whitehouse module
discussed in Section 4.5.2. We describe the proof method of Babson, Björner,
Linusson, Shareshian, and Welker. Define the poset map

f : NCG
2

n → Bn−1 × Πn−1

by letting
f(G) = (S, π),
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Figure 5.2.1. Not 2-connected graph

where S is the set of nodes joined to node n by an edge, and π is the partition
whose blocks correspond to the connected components of G \ {n}. For example, if
G is the not 2-connected graph in Figure 5.2.1 then

f(G) = ({2, 4, 6}, 123/45/6).

Some of the fibers have maximum elements; so one sees immediately that they
are contractible. For example,

f−1((0̂, ({2, 4, 6}, 123/45/6)]) = (0̂, G],
where G is the graph in Figure 5.2.1. But it is not so easy to see that the fibers with-
out maximum elements are contractible. For example, the fiber f−1((0̂, ({1, 2}, 123456)])
has no maximum. To show that such fibers are contractible, Babson, Björner, Li-
nusson, Shareshian, and Welker used discrete Morse theory, which had just been
introduced by Forman [72]. In fact, this was the first of many applications of
discrete Morse theory in topological combinatorics.

Now by the Quillen fiber lemma, we have

NCG
2

n � Bn−1 × Πn−1.

Since the product of shellable bounded posets is shellable (Theorem 3.1.10), and
the proper part of a shellable poset is shellable (Corollary 3.1.9), Bn−1 × Πn−1 has
the homotopy type of a wedge of (2n − 5)-spheres. The number of spheres is the
absolute value of the Möbius invariant, which by Proposition 1.2.1 and (3.2.1) is
(n − 2)!. Hence Part (a) of the theorem holds.

For Part (b), we use the equivariant homology version of the Quillen fiber
lemma. Clearly the map f commutes with the permutations that fix n. Hence,

H̃2n−5(NCG
2

n) ↓Sn

Sn−1
∼=Sn−1 H̃2n−5(Bn−1 × Πn−1).

Theorem 5.1.5 completes the proof of Part (b).
The proof of Part (c) uses Part (b) and a computation of the fixed point Möbius

invariant (Section 4.6).

Exercise 5.2.12. Let CGk
n be the poset of k-connected graphs on node set [n]

ordered by inclusion of edge sets.

(a) Use Theorem 5.2.11 to determine the homotopy type of CG
2

n.
(b) ([8]) Show that CG

n−2

n is dual to the face poset of the matching complex
Mn. Conclude that neither CG

n−2

n nor NCG
n−2

n has the homotopy type
of a wedge of spheres and that their integral homology has torsion.
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Shareshian [152] uses discrete Morse theory to determine the homotopy type of
CG

2

n directly without resorting to Theorem 5.2.11, and to obtain bases for homology
of CG

2

n, thereby solving another problem of Vassiliev [193]. The only value of k
other than k = 1, 2, n−2, for which anything significant is known about the topology
of the not k-connected graph complex is k = 3. Discrete Morse theory is used to
obtain the following result.

Theorem 5.2.13 (Jonsson [102]). NCG
3

n has the homotopy type of a wedge of
(n − 3)(n − 2)!/2 spheres of dimension 2n − 4.

Problem 5.2.14. What can be said about the representation of Sn on the homol-
ogy of NCG

3

n.

Problem 5.2.15. ([8]) What can be said about the topology of NCG
k

n for 3 <

k < n− 2. When does NCG
k

n fail to be a wedge of spheres? When does its integral
homology have torsion? Recall that the integral homology of NCG

n−2

n has torsion
(Exercise 5.2.12 (b)).

5.3. General poset fiber theorems

In this section we present homotopy and homology versions of a fiber theorem of
Björner, Wachs and Welker, which generalizes the Quillen fiber lemma and several
other fiber theorems. Recall the definitions of k-connectivity and k-acyclicity, which
appear after Theorem 3.1.7.

Theorem 5.3.1 (Björner, Wachs, Welker [43]). Let f : P → Q be a poset map
such that for all q ∈ Q the fiber ∆(f−1(Q≤q)) is l(f−1(Q<q))-connected. Then

∆(P ) � ∆(Q) ∨
{
∆(f−1(Q≤q)) ∗ ∆(Q>q) : q ∈ Q

}
,(5.3.1)

where ∗ denotes join defined in (1.1.1) and ∨ denotes the wedge (of ∆(Q) and
all ∆(f−1(Q≤q)) ∗ ∆(Q>q)) formed by identifying the vertex q in ∆(Q) with any
element of f−1(Q≤q), for each q ∈ Q.

For clarity, let us remark that if ∆(Q) is connected then the space described on
the right-hand side of (5.3.1), which has |Q| wedge-points, is homotopy equivalent to
a one-point wedge, where arbitrarily chosen points of f−1(Q≤q), one for each q ∈ Q,
are identified with some (arbitrarily chosen) point of Q. Thus (5.3.1) becomes

∆(P ) � ∆(Q) ∨
∨
q∈Q

∆(f−1(Q≤q)) ∗ ∆(Q>q).(5.3.2)

We will refer to a poset map f : P → Q such that for all q ∈ Q the fiber
∆(f−1(Q≤q)) is l(f−1(Q<q))-connected as being well-connected. Note that the
connectivity condition implies that each fiber f−1(Q≤q) is nonempty.

Example 5.3.2. Let f : P → Q be the poset map depicted in Figure 5.3.1. For the
two maximal elements of Q the fiber ∆(f−1(Q≤q)) is a 1-sphere. For the bottom
element of Q the fiber ∆(f−1(Q≤q)) is a 0-sphere, and ∆(Q>q) is a 0-sphere too.
So in either case ∆(f−1(Q≤q)) ∗ ∆(Q>q) is homeomorphic to a 1-sphere. Hence
the simplicial complex on the right side of (5.3.1) has a 1-sphere attached to each
element of Q. Thus Theorem 5.3.1 determines ∆(P ) to have the homotopy type
of a wedge of three 1-spheres. One can see this directly by observing that ∆(P ) is
homeomorphic to two 1-spheres intersecting in two points.
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Figure 5.3.1. A well-connected poset map

In [43], a version of the general fiber theorem for homology over the integers
or over any field is also given, as are equivariant homotopy and homology versions.
We state only the equivariant homology version here.

Theorem 5.3.3 (Björner, Wachs, Welker [43]). Let f : P → Q be a G-poset map.
If f−1(Q≤q) is l(f−1(Q<y))-acyclic for all q ∈ Q then

(5.3.3)

H̃r(P ) ∼=G H̃r(Q) ⊕
⊕

q∈Q/G

r⊕
i=−1

(
H̃i(f−1(Q≤q)) ⊗ H̃r−i−1(Q>q)

)#⏐⏐G

Gq

.

The general fiber theorems are proved using techniques of [208, 220] involving
diagrams of spaces and spectral sequences, which were developed to study subspace
arrangements. In Section 5.4, we discuss the connection between the general fiber
theorems and subspace arrangements.

Example 5.3.4. Theorem 5.3.3 can be applied to the well-connected poset map
f : P → Q given in Example 5.3.2. Let G be the cyclic group S2 whose non-
identity element acts by (1, 2)(3, 4) on P and trivially on Q. The map f is clearly
a G-poset map. For each q ∈ Q, we have Gq = S2. If q is the bottom element
of Q then the fiber f−1(Q≤q) is S2-homeomorphic to a 0-sphere on which S2

acts trivially. The same is true for Q>q. It follows that the representation of S2

on H̃0(f−1(Q≤q)) ⊗ H̃0(Q>q) is the trivial representation S(2). If q is one of the
maximal elements of Q then the fiber f−1(Q≤q) is S2-homeomorphic to a circle
with (1, 2)(3, 4) acting by reflecting the circle about the line spanned by a pair
of antipodal points. Hence the representation of S2 on H̃1(f−1(Q≤q)) is the sign
representation S(12). Since Q>q is the empty simplicial complex, the representation
of S2 on H̃−1(Q>q) is the trivial representation. It follows that the representation
of S2 on H̃1(f−1(Q≤q)) ⊗ H̃−1(Q>q) is S(12). We conclude from (5.3.3) that the
S2-module H̃1(P ) decomposes into S(2) ⊕ S(12) ⊕ S(12) and that H̃i(P ) = 0 for
i = 1.

Example 5.3.5. Consider the action of the hyperoctahedral group Sn[Z2] on the
type B partition lattice ΠB

n . Define the bar-erasing map

(5.3.4) f : Π̄B
n → Π̄{0,1,...,n}
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12-3 12-313-2 13-223-1 23-1

123 123 123 123

1-2-3

Figure 5.3.2. P3

by letting f(π) be the partition obtained by erasing the bars from the barred
partition π. For example

f(0 4 7 /1 5̄ 6 9̄ /2 3̄) = 0 4 7 /1 5 6 9 /2 3

It is clear that f is a Sn[Z2]-poset map. We establish well-connectedness in the
following exercise.

Exercise 5.3.6 (Wachs [202]). Let Pn be the subposet of ΠB
n consisting of barred

partitions whose zero-block is a singleton, where the zero-block is the block that
contains 0. The poset P3 with the zero-block suppressed is given in Figure 5.3.2.
Show the following.

(a) The fibers of the bar-erasing map have the form

ΠB
b0 × Pb1 × · · · × Pbk

− {0̂},
where b0 + b1 + · · · + bk = n + 1.

(b) Pn is a geometric semilattice
(c) The bar-erasing map (5.3.4) is well-connected.
(d) |µ(Pn ∪ {1̂}| = (2(n − 1) − 1)!!.

It follows from Exercise 5.3.6 that the general fiber theorems can be used to
compute the homotopy type and Sn[Z2]-equivariant homology of ΠB

n . Since ΠB
n

has the homotopy type of a wedge of (2n− 1)!! spheres of dimension n− 2 (see Ex-
ercise 3.2.11), the homotopy equivalence (5.3.2) reduces to a combinatorial identity,
which turns out to be easy to prove directly and therefore not very interesting. The
equivariant homology version of the general fiber theorem does yield an interesting
identity. Theorems 5.1.5 and 5.1.9 can be applied to the fibers given in Part (a)
of Exercise 5.3.6. This and the homology version of the general fiber theorem are
used in [202] to prove

H̃n−2(ΠB
n ) ∼=Sn[Z2]

⊕
(γ1,...,γk):

∑
i γi=n

H̃γ1−2(Pγ1) • · · · • H̃γk−2(Pγk
),(5.3.5)

where • denotes induction product:

X • Y := (X ⊗ Y ) ↑Sn+m[Z2]
Sn[Z2]×Sm[Z2]

.

This example is considered in the more general setting of rank-selected Dowling
lattices in [202].
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Nonpure versions of Cohen-Macaulay fiber theorems of Baclawski [12] and of
Quillen [135] follow from the general fiber theorems. We state only the nonpure
version of Baclawski’s result.

Theorem 5.3.7 (Björner, Wachs, Welker [43]). Let P and Q be semipure posets
and let f : P → Q be a surjective rank-preserving poset map. Assume that for
all q ∈ Q, the fiber ∆(f−1(Q≤q)) is Cohen-Macaulay over k. If Q is sequentially
Cohen-Macaulay over k, then so is P .

5.4. Fiber theorems and subspace arrangements

Shortly after the Goresky-MacPherson formula (Theorem 1.3.8) appeared, Ziegler
and Živaljević obtained a homotopy version, and after that Sundaram and Welker
obtained an equivariant homology version. In this section we show that the Ziegler-
Živaljević and Sundaram-Welker formulas for linear subspace arrangements can be
easily derived from the general fiber theorems of Section 5.3. This connection
should come as no surprise, since the method of proof of the general fiber theorems
is based on the proofs of Ziegler-Živaljević and Sundaram-Welker; namely diagrams
of spaces and spectral sequences.

Let A be a linear subspace arrangement i.e., a finite collection of linear sub-
spaces in Euclidean space Rd. The singularity link V o

A is defined as

V o
A = S(d−1) ∩

⋃
X∈A

X,

where S(d−1) is the unit (d − 1)-sphere in Rd. Recall that L(A) denotes the inter-
section lattice of A (ordered by reverse inclusion). Let L̄(A) denote L(A) \ {0̂, 1̂}
if A is essential (i.e., ∩A = {0}), and L(A) \ {0̂} otherwise.

Theorem 5.4.1 (Ziegler & Živaljević [220]). Let A be a linear subspace arrange-
ment. Then

V o
A � ∆(L̄(A)) ∨

{
suspdim x(∆(0̂, x)) : x ∈ L̄(A)

}
,(5.4.1)

where the wedge is formed by identifying each vertex x in ∆(L̄(A)) with any point
in suspdim x(∆(0̂, x)). Consequently, for each i,

H̃i(V o
A; Z) ∼=

⊕
x∈L(A)\{0̂}

H̃i−dim x((0̂, x); Z).(5.4.2)

Proof. (given in [43]). Suppose A = {X1, . . . , Xn}. Let H be an essential hy-
perplane arrangement in Rd such that each Xi is the intersection of a collection
of hyperplanes in H. The hyperplane arrangement H partitions S(d−1) into open
cells of each dimension from 0 to d − 1. Let F(H) be the poset of closures of the
nonempty cells ordered by inclusion. Clearly ∆(F(H)) is a triangulation of S(d−1).
For X ∈ L̄(A), let FH(X) be the order ideal of F(H) consisting of closed cells
contained in X, and let FH(A) be the order ideal of F(H) consisting of closed cells
contained in V o

A. Note that ∆(FH(X)) is a triangulation of the (dimX − 1)-sphere
X ∩ S(d−1) and ∆(FH(A)) is a triangulation of V o

A.
Now let

f : FH(A) → L̄(A)∗
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be defined by
f(τ) =

⋂
i:Xi⊇τ

Xi.

Clearly f is order preserving. We claim that f is well-connected. Observe that for
all X ∈ L̄(A),

f−1((L̄(A)∗)≤X) = FH(X).
So f−1((L̄(A)∗)≤X) is a (dimX −1)-sphere, which is (dimX −2)-connected. Since
f−1((L̄(A)∗)<X) has length at most dimX − 2, f is indeed well-connected, and
thus (5.4.1) follows from Theorem 5.3.1. �

The reason we refer to Theorem 5.4.1 as a homotopy version of the Goresky-
MacPherson formula is that the Goresky-MacPherson formula (for linear subspace
arrangements) follows from (5.4.2) by Alexander duality. Indeed, one can simply
apply Theorem 5.1.1 to the subposet FH(A) of F(H). A homotopy version of the
Goresky-MacPherson formula for general affine subspace arrangements is also given
in [220].

Now let G be a finite subgroup of the orthogonal group Od that maps subspaces
in A to subspaces in A. We say that A is a G-arrangement. Clearly G acts as a
group of poset maps on L(A) and as a group of homomorphisms on H̃i(V o

A) and on
H̃i(MA). For each x ∈ L(A), let Sx be the (dimx − 1)-sphere x ∩ S(d−1). Each g
in the stabilizer Gx acts as an orientation preserving or reversing homeomorphism
on Sx. Define

sgnx(g) :=

{
1 if g is orientation preserving
−1 if g is orientation reversing.

By viewing g as an element of GL(x), we have sgnx(g) = det(g). Note that
H̃dim x−1(Sx) is a one dimensional representation of Gx whose character is given by
sgnx.

Theorem 5.4.2 (Sundaram and Welker [184]). Let A be a G-arrangement of linear
subspaces in Rd. Then for all i,

H̃i(V o
A) ∼=G

⊕
x∈L(A)\{0̂}/G

(H̃i−dim x(0̂, x) ⊗ sgnx) ↑G
Gx

.(5.4.3)

Consequently,

H̃i(MA) ∼=G

⊕
x∈L(A)\{0̂}/G

(H̃d−2−i−dim x(0̂, x) ⊗ sgnx ⊗ sgn0̂) ↑G
Gx

.(5.4.4)

Exercise 5.4.3. Use Theorems 5.3.3 and 5.1.1 to prove Theorem 5.4.2.

In [184] Theorem 5.4.2 is applied to subspace arrangements whose intersection
lattices are the k-equal partition lattice discussed in Section 3.2.4 and the d-divisible
partition lattice discussed in Exercises 4.3.6 and 4.4.8. By computing the multiplic-
ity of the trivial representation in H̃i(MA), Sundaram and Welker obtain the Betti
number formula of Arnol’d given in (3.2.3) and an analogous formula for the space
of monic polynomials of degree n, with at least one root multiplicity not divisible
by d. For another recent approach to studying these Betti numbers, see [111].

In [199], Theorem 5.4.2 is applied to the subspace arrangement whose intersec-
tion lattice is the restricted block size partition lattice ΠS

n ∪{0̂} of Theorem 4.4.11.
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Since each interval (0̂, x) of ΠS
n is the product of smaller ΠS

m, one uses Theo-
rem 4.4.11, and the product formulas of Section 5.1 to compute the homology
of (0̂, x) (see Example 5.1.12 and Exercise 5.1.13). This yields,

Theorem 5.4.4 (Wachs [199]). Suppose S ⊆ {2, 3, . . . } is such that S and {s −
minS : s ∈ S} are closed under addition (eg., S = {k, k + 1, . . . } or more generally
S = {kd, (k + 1)d, . . . }). For n ∈ S, let MS

n be the manifold

{z := (z1, z2, . . . , zn) ∈ Cn : for some i the number of occurrences of zi is not in S}.
Then ∑

m ∈ Z

n ∈ S

chH̃m(MS
n )un (−t)2n−m−1 =

∑
i≥1

hit
i
[( ∑

i≥1

hi

)[−1]][ ∑
i∈S

hi ui tφ(i)
]
,

where φ(i) := max{j ∈ Z+ : i − (j − 1) minS ∈ S}. (Our notation reflects the fact
that plethysm is associative.)

We leave it as an open problem to use this formula to compute the multiplicity
of the trivial representation in H̃m(MS

n ), and thereby obtain a formula (which
generalizes the above mentioned Sundaram-Welker formula) for the Betti numbers
of the space of monic polynomials of degree n with at least one root multiplicity
not in S.

5.5. Inflations of simplicial complexes

Let ∆ be a simplicial complex on vertex set [n] and let m = (m1, . . . , mn) be an
n-tuple of positive integers. We form a new simplicial complex ∆m, called the
m-inflation of ∆, as follows. The vertex set of ∆m is {(i, c) : i ∈ [n], c ∈ [mi]}
and the faces of ∆m are of the form {(i1, c1), . . . , (ik, ck)} where {i1, . . . , ik} is a
(k − 1)-face of ∆ and cj ∈ [mij ] for all j = 1, . . . , k. We can think of cj as a color
assigned to vertex ij and of {(i1, c1), . . . , (ik, ck)} as a coloring of the vertices of
face {i1, . . . , ik}. A color for vertex i is chosen from mi colors.

Example 5.5.1. Let P and Q be the posets depicted in Figure 5.3.1. Clearly ∆(P )
is the (2, 2, 2)-inflation of ∆(Q).

Theorem 5.5.2 (Björner, Wachs, and Welker [43]). Let ∆ be a simplicial complex
on vertex set [n] and let m be an n-tuple positive integers. If ∆ is connected then

∆m �
∨

F∈∆

(susp|F |(lk∆F ))∨ν(F,m),

where ν(F,m) =
∏

i∈F (mi − 1), suspk(∆) denotes the k-fold suspension of ∆, and
∆∨k denotes the k-fold wedge of ∆.

We prove this theorem in the following exercise.

Exercise 5.5.3. Let f : ∆m → ∆ be the simplicial map that sends each vertex
(i, c) of ∆m to vertex i of ∆. We call this the deflating map. This can be viewed
as a poset map f : P (∆m) → P (∆).

(a) Show that the fiber f−1(P (∆)≤F ) is a geometric semilattice.
(b) Show that each f−1(P (∆)≤F ) is a wedge of ν(F,m) spheres of dimension

dimF .
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(c) Use (b) and the fact that the join operation is distributive over the wedge
operation to prove Theorem 5.5.2.

(d) Show that ∆m is sequentially Cohen-Macaulay if ∆ is.

Theorem 5.5.4. Let ∆ be a G-simplicial complex on vertex set [n] and let m be an
n-tuple of positive integers. If G acts on the inflation ∆m and this action commutes
with the deflating map, then for all r ∈ Z,

H̃r(∆m) ∼=G

⊕
F∈∆/G

(
H̃|F |−1(〈F 〉m(F )) ⊗ H̃r−|F |(lk∆F )

)
↑G

GF
,

where 〈F 〉 is the subcomplex generated by F and m(F ) is the subsequence (mi1 , . . . , mit
)

of m = (m1, . . . , mn) for F = {i1 < · · · < it}.

Shareshian [154] and Shareshian and Wachs [156] use Theorems 5.5.2 and 5.5.4,
to derive information about the homology of the Quillen complex Ap(Sn) from a hy-
pergraph version of the matching complex. Another application of Theorems 5.5.2
and 5.5.4 can be found in [131]. Here we discuss the original example that led to
the general fiber theorem, namely the colored chessboard complex [201].

Recall from Section 2.4.3 that the chessboard complex Mm,n is the collection
of rook placements on an m × n chessboard such that there is at most one rook
in each row and each column. This complex arose in the work of Garst [78] on
Tits coset complexes, in the work of Živaljević and Vrećica [221] on the colored
Tverberg problem, in the work of Reiner and Roberts [138] on Segre algebras, and
in the work of Babson and Reiner [10] on generalizations of Coxeter complexes.
Like the matching complex, the chessboard complex has been extensively studied
in the literature; see the survey article of Wachs [200]. We state just a few of the
results on chessboard complexes here.

Theorem 5.5.5. Let 1 ≤ m ≤ n and νm,n = min{m, �m+n+1
3 �} − 1.

(a) (Garst [78]) If n ≥ 2m − 1 then Mm,n is Cohen-Macaulay.
(b) (Björner, Lovász, Vrećica and Živaljević [35]) The complex Mm,n is (νm,n−

1)-connected.
(c) (Shareshian and Wachs [155]) For n ≤ 2m − 5 and m + n ≡ 1 mod 3,

H̃νm,n(Mm,n; Z) ∼= Z3.

Part (a) follows from part (b), and Ziegler [217] gives an alternative proof
of part (b) by establishing shellability of the νm,n-skeleton of Mm,n. Part (c) is
one case of a more general torsion result, whose proof uses a chessboard complex
analog of Bouc’s representation theoretic formula (2.4.5) (due to Garst [78] for
top homology, and to Friedman and Hanlon [75] in general) to construct a ba-
sis for the vector space H̃m−1(Mm,n). This basis consists of fundamental cycles
constructed from pairs of standard Young tableaux via a classical combinatorial
algorithm known as the Knuth-Robinson-Schensted correspondence. We remark
that Parts (b) and (c) have analogs for the matching complex [35] [47] [155].

Let Mr
m,n be the simplicial complex of placements of colored rooks on an m×n

chessboard such that there is at most one rook in each row and each column, and
the colors come from the set [r]. The colored chessboard complex arose in Garst’s
work as a more general example of a Tits coset complex. One can easily see that
Mr

m,n is the (r, r, . . . , r)-inflation of Mm,n.
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Exercise 5.5.6 (Wachs [201]). Use Theorems 5.5.2, 5.5.4, and 5.5.5 to obtain a
colored version of Theorem 5.5.5, i.e. a generalization to Mr

m,n, where r ≥ 1.

For open problems on the topology of chessboard complexes, matching com-
plexes and related complexes, see [200] and [155].
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1994, pp. 321–370.

29. A. Björner, Topological Methods, Handbook of Combinatorics, R. Graham,
M. Grötschel and L. Lovász, (Eds), North-Holland, Amsterdam, 1995, pp.
1819-1872.

30. A. Björner and F. Brenti, Combinatorics of Coxeter Groups, Graduate Texts
in Mathematics, Vol. 231, Springer-Verlag, New York, 2005.

31. A. Björner and K. Eriksson, Extendable shellability for rank 3 matroid com-
plexes, Discrete Math. 132 (1994), 373–376.

32. A. Björner, A. Garsia, and R. Stanley, An introduction to the theory
of Cohen-Macaulay posets, in Ordered Sets (I. Rival, ed.), Reidel, Dor-
drecht/Boston/London, 1982, pp. 583-615.

33. A. Björner and L. Lovász, Linear decision trees, subspace arrangements and
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361-371.
165. R.P. Stanley, Exponential structures, Stud. Appl. Math. 59 (1978), 73–82.
166. R.P. Stanley, The number of faces of a simplicial convex polytope, Advances

in Math. 35 (1980), 236-238.
167. R.P. Stanley, Some aspects of groups acting on finite posets, J. Combin. The-

ory (A) 32 (1982), 132–161.
168. R.P. Stanley, Combinatorics and Commutative Algebra, Second Edition,

Progress in Mathematics 41, Birkhäuser, Boston 1983, 2nd ed. 1996.
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