Spatiotemporal Dynamics of a Diffusive Leslie–Gower Predator–Prey Model with Ratio-Dependent Functional Response*
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This paper is devoted to the study of spatiotemporal dynamics of a diffusive Leslie–Gower predator–prey system with ratio-dependent Holling type III functional response under homogeneous Neumann boundary conditions. It is shown that the model exhibits spatial patterns via Turing (diffusion-driven) instability and temporal patterns via Hopf bifurcation. Moreover, the existence of spatiotemporal patterns is established via Turing–Hopf bifurcation at the degenerate points where the Turing instability curve and the Hopf bifurcation curve intersect. Various numerical simulations are also presented to illustrate the theoretical results.
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1. Introduction
Understanding the nonlinear dynamics of predator–prey systems and determining how the dynamical behaviors change along model parameters is an important subject in theoretical ecology. Because of the differences in capturing food and consuming energy, a major trend in theoretical work on predator–prey dynamics has been launched so as to derive more realistic models and functional responses. Consider the following Leslie–Gower
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type predator–prey model [Hsu & Huang, 1995]:
\[
\begin{align*}
\frac{du}{dt} &= r_1 u \left(1 - \frac{u}{K}\right) - p(u)v, \\
\frac{dv}{dt} &= r_2 \left(1 - \frac{v}{m}\right),
\end{align*}
\tag{1}
\]
where \(u, v\) and \(r_1, r_2\) represent prey and predator densities and intrinsic growth rates, respectively. \(K\) is the carrying capacity of prey’s environment, while the carrying capacity of predator’s environment, \(hu\), is a function on the population size of prey \((h/r_2\) is a measure of the food quality of the prey for conversion into predator growth). The form of the predator equation in system (1) was first introduced by Leslie [1948]. The function \(\frac{hu}{hv}\) is called the Leslie–Gower term [Leslie & Gower, 1960].

The functional response \(p(u)\) can be classified into different types [Collings, 1997]. (i) Lotka–Volterra type: \(p(u) = cu\), where \(c > 0\) is the conversion rate of predators. System (1) with the Lotka–Volterra type functional response is the so-called Leslie–Gower model [Leslie & Gower, 1960]. (ii) Holling type II or Michaelis–Menten type [Holling, 1965]: \(p(u) = \frac{cu}{m+u}\), where \(m > 0\) is the half-saturation constant. The Leslie–Gower type predator–prey model (1) with Holling type II functional response is also called the Holling–Tanner model in the literature [May, 1973; Murray, 1989]. (iii) Holling type III [Bazykin, 1998; Smith, 1974]: \(p(u) = \frac{cu}{mu+u}\). Hsu and Huang [1995] obtained some criteria for the local asymptotic stability of the positive equilibrium of system (1) with Holling type III functional response and gave conditions under which local stability of the positive equilibrium implies global stability by applying Dulac criterion and constructing Lyapunov functions. (iv) Holling type IV: \(p(u) = \frac{cu}{mu+nu}\), which is nonmonotonic. Li and Xiao [2007] studied system (1) with Holling type IV functional response and performed detailed qualitative and bifurcation analyses, such as the classification of equilibria, Hopf bifurcation, Bogdanov–Takens bifurcation, and stable/unstable limit cycles.

The functional responses mentioned above are only prey-dependent. Recent biological and physiological evidence [Arditi & Ginzburg, 1989; Arditi et al., 1991; Arditi & Saiah, 1992] indicates that in many situations, especially when predators have to search for food (and therefore, have to share or compete for food), a more suitable general predator–prey theory should be based on the fact that the per capita predator growth rate should be a function of the ratio of prey to predator abundance, the so-called ratio-dependent functional response. Xiao and Ruan [2001] considered a predator–prey model with ratio-dependent Holling type II functional response and provided a global qualitative analysis of the model depending on all parameters and conditions of existence and nonexistence of limit cycles for the model. Ruan et al. [2010] further studied the same predator–prey model as in [Xiao & Ruan, 2001] and constructed the unfolding and proved its versatility and degeneracy of codimension-two. They discussed all its possible bifurcations, including transcritical bifurcation, Hopf bifurcation, and heteroclinic bifurcation, gave conditions of parameters for the appearance of closed orbits and heteroclinic loops, and described the bifurcation curves. For more studies on predator–prey systems with ratio-dependent Holling type-II functional response, we refer to Freedman & Mathsen, 1993; Hsu et al., 2001; Kuang, 1999; Kuang & Beretta, 1998; Li & Kuang, 2007; Liang & Pan, 2007; Ruan et al., 2008, 2010; Xiao & Ruan, 2001].

On the other hand, in the evolutionary process of the species, the individuals do not remain fixed in space, and their spatial distribution changes continuously due to the impact of many reasons (environment factors, food supplies, etc.). Therefore, different spatial effects have been introduced into population models, such as diffusion and dispersal. For example, it has been known since Turing’s classical work [Turing, 1952] that the interplay of chemical reaction and diffusion can cause the stable equilibrium of the local system to become unstable for the diffusive system and lead to the spontaneous formulation of a spatially periodic stationary structure. In particular, this kind of instability is called Turing instability [Murray, 1989] or diffusion-driven instability [Okubo, 1980]. The space-dependent stationary solutions induced by diffusion are called Turing pattern. For reviews and related studies on Turing instability and Turing pattern formation of reaction–diffusion (R–D) systems from applied sciences such as chemistry, biology, ecology and epidemiology, we refer to [Du et al., 2009; Gambino et al., 2013; Golovin et al., 2008; Levin & Segel, 1985; Li et al., 2013; Malchow et al., 2008; Peng, 2013; Peng & Wang, 2008; Ruan, 1998; Wang, 2008; Yi et al., 2009; Zhang et al., 2011], and references cited therein.
Recently, studies of dynamics resulting from the coupling between two different instabilities, Turing instability and Hopf instability (or bifurcation), have become possible. Particularly, in some biological and chemical reaction-diffusion models, focus has been put on the coupling between instabilities breaking temporal and spatial symmetries, respectively. For example, Wang et al. [2007] investigated the emergence of a diffusive ratio-dependent predator-prey system with Holling type II functional response and obtained conditions of Hopf, Turing, and wave bifurcations in a spatial domain. Furthermore, they presented a theoretical analysis of evolutionary processes that involves organisms distribution and their interaction of spatially distributed population with local diffusion. For more related works, see [Baurmann et al., 2007; Camara & Aziz-Alaoui, 2009; Meixner et al., 1997; Wit et al., 1996; Tzou et al., 2011, 2013].

Motivated by the previous works, in this paper by incorporating the diffusion and ratio-dependent Holling type III functional response into system (1), we consider the following partial differential equation (PDE) model under homogeneous Neumann boundary conditions:

\begin{equation}
\begin{aligned}
\frac{\partial u}{\partial t} - d_1 \Delta u &= r_1 u \left(1 - \frac{u}{K}\right) - \frac{cu^2 v}{u^2 + mv^2}, & x \in \Omega, & t > 0, \\
\frac{\partial v}{\partial t} - d_2 \Delta v &= r_2 v \left(1 - \frac{v}{u}\right), & x \in \Omega, & t > 0, \\
\frac{\partial u}{\partial \nu} = \frac{\partial v}{\partial \nu} &= 0, & x \in \partial \Omega, & t > 0, \\
u(x, 0) &= u_0(x) \geq 0, & x \in \Omega, \\
v(x, 0) &= v_0(x) \geq 0, & x \in \Omega.
\end{aligned}
\end{equation}

(2)

Here, \(u(x, t)\) and \(v(x, t)\) stand for the densities of the prey and predators at location \(x \in \Omega\) and time \(t\), respectively; \(\Omega \subset \mathbb{R}^N (N \leq 3)\) is a bounded domain with smooth boundary \(\partial \Omega\); \(\nu\) is the outward unit normal vector of the boundary \(\partial \Omega\). The homogeneous Neumann boundary conditions indicate that the predator-prey system is self-contained with zero population flux across the boundary. The positive constants \(d_1, d_2\) are diffusion coefficients, and the initial data \(u_0(x), v_0(x)\) are non-negative continuous functions. \(r_1, K, c, m, r_2, h\) and \(h\) are positive constants.

By applying the following scaling to (2),

\[
\begin{align*}
& r_1 t \rightarrow t, \quad \frac{u}{K} \rightarrow u, \quad v \rightarrow v, \\
& d_1 \rightarrow d_1, \quad d_2 \rightarrow d_2, \quad \frac{c}{K} \rightarrow \beta, \\
& m \rightarrow m, \quad K h \rightarrow \delta, \quad \frac{r_2}{r_1} \rightarrow r,
\end{align*}
\]

it can be simplified as follows (for simplicity, taking \(\delta = 1\)).

\begin{equation}
\begin{aligned}
\frac{\partial u}{\partial t} - d_1 \Delta u &= u(1 - u) - \frac{\beta u^2 v}{u^2 + mv^2}, & x \in \Omega, & t > 0, \\
\frac{\partial v}{\partial t} - d_2 \Delta v &= rv \left(1 - \frac{v}{u}\right), & x \in \Omega, & t > 0, \\
\frac{\partial u}{\partial \nu} = \frac{\partial v}{\partial \nu} &= 0, & x \in \partial \Omega, & t > 0, \\
u(x, 0) &= u_0(x) \geq 0, & x \in \Omega, \\
v(x, 0) &= v_0(x) \geq 0, & x \in \Omega.
\end{aligned}
\end{equation}

(3)

The rest of this paper is organized as follows. In Sec. 2, we first consider the diffusion-driven instability of the positive equilibrium for R–D system (3) when the spatial domain is a bounded interval. In Sec. 3, we study the direction of Hopf bifurcation and the stability of the bifurcating periodic solution, which is a spatially homogeneous periodic solution of the R–D system (3). In Sec. 4, we present a detailed investigation of the Turing-Hopf bifurcation. The paper ends with a brief discussion in Sec. 5.

2. Turing Instability

We can see that system (3) has a unique constant positive steady-state solution \(E^* = (u^*, v^*)\) under the condition \(\beta < 1 + m\), where

\[
\left(\begin{array}{c}
u^* \\
v^*
\end{array}\right) = \left(1 - \frac{\beta}{1 + m}, 1 - \frac{\beta}{1 + m}\right).
\]

From the viewpoint of ecology, the existence of constant positive steady-state solutions implies the coexistence of both the prey and predators.

In this section, we will derive conditions for the Turing instability of the spatially homogeneous equilibrium \((u^*, v^*)\) of the reaction-diffusion
calculations can be carried over to higher-dimensional spaces. Here, we consider the special case with no-flux boundary conditions in a one-dimensional interval (0, l):

\[
\begin{align*}
\frac{\partial u}{\partial t} - d_1 \Delta u &= u(1 - u) - \frac{\beta u^2 v}{u^2 + m v^2}, \\
\frac{\partial v}{\partial t} - d_2 \Delta v &= r v \left( \frac{1 - v}{u} \right), \quad x \in (0, l), \quad t > 0,
\end{align*}
\]

where \(l > 0\) is the length of interval. While our calculations can be carried over to higher-dimensional spatial domains, we restrict ourselves to the case of spatial domain (0, l), for which the structure of the characteristic equation of \(J\) is given by the eigenvalues of the matrix \(J\).

The roots of (6) yield the dispersion relation

\[
\mu_k = \frac{\text{Tr} J_k \pm \sqrt{\text{Tr} J_k^2 - 4 \det J_k}}{2},
\]

where \(\text{Tr} J_k := r_0 - r - k^2 (d_1 + d_2)\), \(\det J_k := d_1 d_2 k^4 + (r d_1 - r_0 d_2) k^2 - r (r_0 + \kappa)\).

We can check that

\[
-\kappa (r_0 + \kappa) = -r [2 \beta - (1 + m)^2] \left( \frac{1 + m}{1 + m} \right) + \frac{r \beta (m - 1)}{1 + m}.
\]

Next, we investigate the Turing stability of the spatially homogeneous equilibrium \((u^*, v^*)\) of (4). Turing condition is the one in which the uniform steady state of the reaction-diffusion equation is stable for the corresponding ordinary differential equation.
differential equations, but it is unstable in the partial differential equations with diffusion terms. It is easy to see that the positive equilibrium \((u^*, v^*)\) for the corresponding ordinary differential equations (i.e. \(d_1 = d_2 = 0\)) is locally asymptotically stable when \(\sigma > r_0\) and a family of small amplitude periodic solutions can bifurcate from the positive equilibrium \((u^*, v^*)\) when \(r\) crosses through the critical value \(r_0\).

We shall restrict our discussion to \(r_0 > 0\), i.e. \(2\beta > (1 + m)^2\). In this case, \(m < 1\) and thus \(\sigma < 0\) (see Remark 2.2). It is well known that the positive equilibrium \((u^*, v^*)\) of system (4) is unstable when (6) has at least one root with positive real part. Note that \(\text{Tr} J_0 < 0\) when \(r > r_0\). Hence, (6) has no complex roots with positive real part. For the sake of convenience, define

\[
\varphi(k^2) := \det J_0 = d_1 d_2 k^4 + \left(r d_1 - r_0 d_2\right) k^2 - r(0 + \sigma),
\]

which is a quadratic polynomial with respect to \(k^2\). It is necessary to determine the sign of \(\varphi(k^2)\). When \(\varphi(k^2) < 0\), (6) has two real roots in which one is positive and another is negative. When \(H(d_1, d_2) := r d_1 - r_0 d_2 < 0\), \(k^2 < \sigma\) and \(\varphi(k^2) < 0\) at \(r_0\), we have \(\text{Tr} J_0 < 0\) and \(\sigma < 0\), we have

\[
4r(0 + \sigma)^2 - 4r^2 d_0^2 = 16r^2 \sigma(0 + \sigma) > 0.
\]

Then \(\Lambda(d_1, d_2) = 0\) has two positive real roots

\[
\theta_1 = \frac{-r(0 + \sigma) + 2\sqrt{\sigma(0 + \sigma)}}{r_0}.
\]

It is easy to obtain that \(\varphi(k^2)\) will take the minimum value

\[
\min_k \varphi(k^2) = -r(0 + \sigma) - \frac{(r d_1 - r_0 d_2)^2}{4d_1 d_2} < 0 \quad (10)
\]

at \(k^2 = k_{\min}^2\), where

\[
k_{\min}^2 = \frac{r d_1 - r_0 d_2}{2d_1 d_2}.
\]

Define the ratio \(\theta = d_2/d_1\) and let \(\Lambda(d_1, d_2) := (r d_1 - r_0 d_2)^2 + 4r(0 + \sigma)d_1 d_2 = r d_2^2 + 2r(0 + \sigma)d_1 d_2 + r^2 d_1^2\).

Then \(\Lambda(d_1, d_2) = 0\) if \(r^2 d_0^2 + 2r(0 + \sigma)\theta + \theta^2 = 0\),

\[
H(d_1, d_2) = 0 \Leftrightarrow \theta = \frac{r_0}{r_0} \equiv \theta_0.
\]

Note that \(-r(0 + \sigma) > 0\) and \(\sigma < 0\), we have

\[
4r(0 + \sigma)^2 - 4r^2 d_0^2 = 16r^2 \sigma(0 + \sigma) > 0.
\]

Then \(\Lambda(d_1, d_2) = 0\) has two positive real roots

\[
\theta_1 = \frac{-r(0 + \sigma) + 2\sqrt{\sigma(0 + \sigma)}}{r_0}.
\]

Fig. 1. Numerical simulations of the stable positive equilibrium solution for R–D system (14) with \(r = 0.08 > r_0 = 0.0744\), \(l = 4\), \((u_0(x), v_0(x)) = (0.4 + 0.03 \cos(\pi x/2), 0.3 + 0.05 \cos(\pi x/2))\), \(d_1 = 1\) and \(d_2 = 1\).
Fig. 2. Parameter space for Turing instability for R–D system (4) with $m = 0.1$, $\beta = 0.65$ and $r = 0.08$. The unstable region is the region between the line $d_2 = \theta_1 d_1$ and the $d_2$-axis.

\[
\theta_2 = \frac{-r(r_0 + 2\sigma) - 2r\sqrt{\sigma(r_0 + \sigma)}}{r_0^2},
\]

(12)

It is easy to find that $0 < \theta_2 < \theta^* < \theta_1$. Therefore, when $\frac{d_2}{d_1} > \theta_1$ holds, we have $\min_k \varphi(k^2) < 0$ and $H(d_1, d_2) < 0$, that is, if

\[
d_2 > \frac{-r d_1(r_0 + 2\sigma) + 2r d_1 \sqrt{\sigma(r_0 + \sigma)}}{r_0^2}
\]

\[
\triangleq D_2,
\]

(13)

then $(u^*, v^*)$ is unstable. This indicates that Turing instability occurs.

Based on the above argument, we have the following result about diffusion-driven instability.

**Theorem 2.3.** Assume that $\beta < 1 + m$, $2\beta > (1 + m)^2$ and $r > r_0$. Then $(u^*, v^*)$ is unstable for R–D system (4), that is, Turing instability occurs if $d_2 > D_2$, where $D_2$ is given in (13).

**Remark 2.4.** We can see that $\frac{d_2}{d_1} > 1$ under the assumption that $r > r_0$. Hence, for diffusive instability of system (4), the predators must diffuse faster than the prey. When cross-diffusion or anomalous diffusion is incorporated into the model, the restriction on the choice of the diffusion coefficients for Turing instability to happen may be lightened, see e.g. [Gambino et al., 2014; Vanag & Epstein, 2009], etc.

Fig. 3. Numerical simulations of the Turing instability for R–D system (14) with $r = 0.08 > r_0 = 0.0744$, $l = 4$, $(u_0(x), v_0(x)) = (0.4 + 0.03 \cos(x/2), 0.3 + 0.05 \cos(x/2))$, $d_1 = 0.008$ and $d_2 = 1$. 

$H(d_1, d_2) < 0$, that is, if

\[
d_2 > \frac{-r d_1(r_0 + 2\sigma) + 2r d_1 \sqrt{\sigma(r_0 + \sigma)}}{r_0^2}
\]

\[
\triangleq D_2,
\]

(13)

then $(u^*, v^*)$ is unstable. This indicates that Turing instability occurs.

Based on the above argument, we have the following result about diffusion-driven instability.

**Theorem 2.3.** Assume that $\beta < 1 + m$, $2\beta > (1 + m)^2$ and $r > r_0$. Then $(u^*, v^*)$ is unstable for R–D system (4), that is, Turing instability occurs if $d_2 > D_2$, where $D_2$ is given in (13).

**Remark 2.4.** We can see that $\frac{d_2}{d_1} > 1$ under the assumption that $r > r_0$. Hence, for diffusive instability of system (4), the predators must diffuse faster than the prey. When cross-diffusion or anomalous diffusion is incorporated into the model, the restriction on the choice of the diffusion coefficients for Turing instability to happen may be lightened, see e.g. [Gambino et al., 2014; Vanag & Epstein, 2009], etc.
Example 2.5. As an example, we consider the R–D system with no-flux boundary conditions on one-dimensional spatial domain \((0,l)\) and change the parameter \(r\) and the diffusion coefficients \(d_1\) and \(d_2\):

\[
\begin{align*}
\frac{\partial u}{\partial t} - d_1 \Delta u &= u(1-u) - \frac{0.65u^2v}{u^2 + 0.1v^2}, \quad x \in (0,l), \quad t > 0, \\
\frac{\partial v}{\partial t} - d_2 \Delta v &= rv \left(1 - \frac{v}{u}\right), \quad x \in (0,l), \quad t > 0, \\
\frac{\partial u}{\partial v} &= \frac{\partial v}{\partial u} = 0, \quad x = 0, l, \quad t > 0, \\
u(x,0) &= u_0(x), \quad v(x,0) = v_0(x), \quad x \in (0,l).
\end{align*}
\]

Thus, when \(r = 0.08 > r_0 = 0.0744\), we have \(\theta_1 = \frac{12}{d_1(d_1 + d_2)} = 25.7558\). In this case, the positive equilibrium \(E^*\) is stable for the ODE local system. If \(r = 0.08 > r_0 = 0.0744\) and \(d_2/d_1 < \theta_1\), then the positive equilibrium \(E^*\) is locally asymptotically stable (see Fig. 1). The instability region for system (14) is given in Fig. 2. According to Theorem 2.3, when \(r > r_0\) and \(d_2/d_1 > \theta_1 = 25.7558\), Turing instability occurs (see Fig. 3).

3. Hopf Bifurcation

In the following, we analyze the Hopf bifurcation occurring at the positive equilibrium \((u^*, v^*)\) by choosing \(r\) as the bifurcation parameter. In fact, \(r\) can be regarded as the intrinsic growth rate of predators and plays an important role in determining the stability of the positive equilibrium and the existence of Hopf bifurcation.

Let \(\bar{u} = u - u^*, \bar{v} = v - v^*\). For the sake of convenience, we still denote \(\bar{u}\) and \(\bar{v}\) by \(u\) and \(v\), respectively. Thus, system (3) is transformed into

\[
\begin{align*}
\frac{\partial u}{\partial t} &= d_1 \Delta u + (u + u^*) - (u + u^*)^2 - \frac{\beta(u + u^*)v + v^*}{(u + u^*)^2 + m(u + v^*)^2}, \\
\frac{\partial v}{\partial t} &= d_2 \Delta v + rv + v^* - \frac{u + u^*}{u + u^*}.
\end{align*}
\]

Thus the constant positive steady-state solution \((u^*, v^*)\) of system (3) is transformed into the zero equilibrium of system (15).

Using the Taylor expansion at \((u, v) = (0,0)\), the system (15) can be expressed as the following system:

\[
\begin{align*}
\frac{\partial u}{\partial t} &= d_1 \Delta u + ru + su + f_1(u, v, r), \\
\frac{\partial v}{\partial t} &= d_2 \Delta v + ru - rv + f_2(u, v, r),
\end{align*}
\]

where

\[
f_1(u, v, r) = A_3 u^3 + A_{11} u v + A_{30} u^2 v + A_{21} u v^2 + o(|u|^4, |u|^3|v|),
\]

\[
f_2(u, v, r) = B_{30} u^3 + B_{11} u v + B_{12} u^2 v^2 + B_{20} u^2 v + B_{21} u v^2 + B_{30} u + B_{11} v + B_{20} u + B_{12} v + o(|u|^3, |u|^2|v|).
\]

and

\[
A_3 = 4\frac{3m(m - 1)}{(1 + m)^2} u^3, \quad A_{11} = 2\frac{3m(m - 3)}{(1 + m)^2} u^2, \quad A_{30} = 2\frac{3m(m - 1)}{(1 + m)^2} u^3 v, \quad A_{21} = 2\frac{3m(m - 1)}{(1 + m)^2} u v^2, \quad A_{20} = 2\frac{3m(m - 1)}{(1 + m)^2} u^2 v, \quad A_{12} = 2\frac{3m(m - 1)}{(1 + m)^2} u v^2, \quad A_{21} = 2\frac{3m(m - 1)}{(1 + m)^2} u v^2, \quad A_{22} = 2\frac{3m(m - 1)}{(1 + m)^2} u^2 v.
\]

Suppose that \(\omega\) is a pure imaginary root of characteristic equation (6). Substituting \(\omega i\) into (6), we get

\[
\text{Tr} J_0 = r_0 - k^2(d_1 + d_2) = 0.
\]

Then, the only value of \(r\) at which the homogeneous Hopf bifurcation occurs is at \(r = r_0\). Let \(\lambda(r) = a(r) + ib(r)\) be a pair of complex roots of \(P_k(\mu) = 0\) when \(r\) is near \(r_0\). Then we have \(a'(r_0) = -\frac{1}{2} \leq 0\). This shows that the transversality condition holds. Based on the expression of \(\text{Re}(c_1(r_0))\) given in the Appendix, we can obtain the following results.

Theorem 3.1. Suppose that \(\beta < 1 + m\) and \(2\beta > (1 + m)^2\).

(i) The constant positive steady state \((u^*, v^*)\) of system (4) is locally asymptotically stable when \(r > r_0\) and unstable when \(r < r_0\).

(ii) System (4) undergoes a Hopf bifurcation at the constant positive steady state \((u^*, v^*)\) when \(r = r_0\). Furthermore, the direction of the Hopf bifurcation is subcritical and the bifurcating
(spatially homogeneous) periodic solutions are orbitally asymptotically stable if \( \text{Re}(c_1(r_0)) < 0 \); the direction of the Hopf bifurcation is supercritical and the bifurcating periodic solutions are unstable if \( \text{Re}(c_1(r_0)) > 0 \).

**Remark 3.2.** In Theorem 3.1, we require that \( \beta < 1 + m \) and \( 2\beta > (1 + m)^2 \) hold simultaneously. In this case, we need the inequality \( 1 + m > \frac{2}{4(1 + m)^2} \) to hold, i.e. \( m < 1 \), and thus \( \sigma < 0 \).

**Example 3.3.** To perform some numerical simulations on Hopf bifurcation, we continue to consider the R-D system (14). We knew that when \( r = 0.08 > r_0 = 0.0744 \) and \( d_2/d_1 < \theta_1 \), the positive equilibrium \( E^* \) is locally asymptotically stable (Fig. 1). By Theorem 3.1, Hopf bifurcation occurs at \( r = r_0 \) and the bifurcating periodic solutions exist when \( r < r_0 \). Choosing \( r = 0.02 < 0.0744 \), we have \( \text{Re}(c_1(r_0)) = -0.9927 < 0 \), which indicates that the bifurcating periodic solutions are orbitally asymptotically stable (see Fig. 4).

### 4. Turing–Hopf Bifurcation

Ecologically speaking, the Turing instability breaks the spatial symmetry leading to the pattern formation that is stationary in time and oscillatory in space, while the Hopf bifurcation breaks the temporal symmetry of the system and gives rise to oscillations which are uniform in space and periodic in time. In this part, we will investigate the coupling between these two different instabilities, i.e. Turing-Hopf bifurcation, in the \((r,d_1)\) parameter space.

Assume that \( \beta < 1 + m \) and \( 2\beta > (1 + m)^2 \). Thus, \( -(r_0 + \sigma) > 0 \) and \( \sigma < 0 \). We choose \( r \) as the bifurcation parameter. From Theorem 3.1, we know that the critical value of Hopf bifurcation parameter \( r \) is

\[
r^H = r_0 = \frac{2\beta - (1 + m)^2}{(1 + m)^2}.
\]

At the bifurcation point, the frequency of these temporal oscillations is given by

\[
\omega_H = \text{Im}(\mu_k) = \sqrt{\text{Det} J_k |_{k=0}} = \sqrt{-r(r_0 + \sigma)}.
\]

Based on the analysis in Sec. 2, we know that the Turing instability occurs when \( d_1 \ll d_2 \). In the
Fig. 5. Turing-Hopf bifurcation diagram for R–D system (4) with $m = 0.1$, $\beta = 0.65$ and $d_2 = 1$.

Following, we fix $d_2 = 1$. From (11), the critical value of Turing bifurcation parameter $r$ takes the form,

$$r_T = \frac{1}{d_1} \left( \sqrt{-\sigma} + \sqrt{-r_0 + \sigma} \right)^2.$$

At the Turing instability threshold, the bifurcation of stationary spatially periodic patterns is characterized by the wavenumber $k_T$ with

$$k_T = \sqrt{-r(r_0 + \sigma) / d_1}.$$

In Fig. 5, the curves at which Hopf and Turing instabilities occur are plotted in the $(r, d_1)$ parameter space for fixed $m = 0.1$, $\beta = 0.65$ and $d_2 = 1$. The Hopf bifurcation curve and the Turing instability curve divide the parameter space into four distinct regions. In region I, the upper part of the displayed parameter space, the positive equilibrium is the only stable solution of R–D system (4). Region II is the region of pure Turing bifurcation, while region III is the region of pure Hopf bifurcation. In region IV, located below the two bifurcation curves, both Turing and Hopf bifurcations occur. This can give rise to an interaction of both types of bifurcations, producing particularly complex spatiotemporal patterns if the thresholds for both instabilities occur close to each other. This is the case in the neighborhood of a degenerate point (marked by TH), where the Turing and the Hopf bifurcations coincide: it is called a codimension-two Turing–Hopf point, since the two control variables are necessary to fix these bifurcation points in a generic system of equations.

![Fig. 6. Numerical simulations of the spatiotemporal Turing-Hopf structures for R–D system (14) with $r = 0.05 < r_0 = 0.0744$, $l = 80$, $(u_0(x), v_0(x)) = (0.4 + 0.03 \cos(\pi x / 2), 0.3 + 0.05 \cos(\pi x / 2))$, $d_1 = 0.005$ and $d_2 = 1$.](Image)
Fig. 7. Numerical simulations of the uniformly convergent solutions of R–D system (14) in the \((x,t)\) plane with \(r = 0.1 > r_0 = 0.0544, l = 80, (u_0(x), v_0(x)) = (0.4 + 0.1 \cos(\pi x/2), 0.4 + 0.1 \cos(\pi x/2)), d_1 = 0.04\) and \(d_2 = 1\).

Fig. 8. Numerical simulations of the spatially inhomogeneous time periodic solutions of R–D system (14) in the \((x,t)\) plane with \(r = 0.05 < r_0 = 0.0744, l = 80, (u_0(x), v_0(x)) = (0.4 + 0.1 \cos(\pi x/2), 0.4 + 0.1 \cos(\pi x/2)), d_1 = 0.04\) and \(d_2 = 1\).
Fig. 9. Numerical simulations of Turing–Hopf structures for R–D system (14) in the $(x, t)$ plane with decreasing values of $d_1$. Here $r_0 = 0.05$, $l = 80$, $(u_0(x), v_0(x)) = (0.4 + 0.1 \cos (\pi x/2), 0.4 + 0.1 \cos (\pi x/2))$, and $d_2 = 1$. (a) $d_1 = 0.1$; (b) $d_1 = 0.02$; and (c) $d_1 = 0.005$. 
At the Turing–Hopf point, we have \( r^H = r^T \); in other words,
\[
  r_0 = \frac{1}{d_1} \left( \frac{r_0}{\sqrt{-\sigma + \sqrt{-(r_0 + \sigma)}}} \right)^2.
\]
This condition is satisfied for the critical value of \( d_1 \):
\[
  d_1 = \frac{r_0}{\sqrt{-\sigma + \sqrt{-(r_0 + \sigma)}}}.
\]

If \( d_1 < d_1^* \), then \( r^H < r^T \). With increasing \( r \), the Hopf threshold is the first to be crossed and thus the Hopf bifurcation will be the first to occur near the criticality. On the contrary, if \( d_1 > d_1^* \), the first bifurcation will occur toward Turing pattern.

**Example 4.1.** Once again consider, as an example, R–D system (14). Figure 6 gives the Turing–Hopf structures for the system.

**Remark 4.2.** We provide more numerical simulations in the \((r, t)\) plane to see how the pattern forms strictly depend on the two instability mechanisms — one occurs between the two instabilities. From Fig. 5, we know that neither Turing nor Hopf bifurcation occurs when \( d_1 = 0.04 \) and \( r = 0.1 \). In such a situation, solutions approach the steady state uniformly in space (see Fig. 7). When \( r \) is decreased to 0.05, both Turing and Hopf bifurcations occur. Figure 8 provides a spatially inhomogeneous time periodic solution. Finally, when \( r = 0.05 \) is fixed, choose \( d_1 = 0.1, d_2 = 0.02 \) and \( d_1 = 0.005 \), respectively. Fig. 4 shows that the Turing effect is stronger when \( d_1 \) is smaller.

5. Discussion

In this paper, we have considered a diffusive Leslie predator–prey system with ratio-dependent Holling type III functional response under homogeneous Neumann boundary conditions. For the reaction–diffusion model, we first investigated Turing instability which induces spatially inhomogeneous solutions. Next, we performed a detailed Hopf bifurcation analysis of the model and derived conditions to determine the direction of Hopf bifurcation and stability of the bifurcating temporal periodic solutions by applying the normal form theory and the center manifold reduction. Then we showed that at the intersecting points of the Turing bifurcation and Hopf bifurcations curves, the model exhibits Turing–Hopf bifurcation, which produces spatiotemporal patterns for the reaction–diffusion predator–prey system.

The positive equilibrium and periodic solutions of the local system are spatially homogeneous solutions of the diffusive system (4). Therefore, we can regard the dynamics of ODE model (i.e. \( d_1 = d_2 = 0 \)) as subdynamics of the PDE model (4). Moreover, the direction of Hopf bifurcation for system (4) at \( r = r_0 \) is the same as that of ODE system. However, the stability of the positive equilibrium \((u^0, v^0)\) can change due to the effect of diffusion.

It is well known that predator–prey models with ratio-dependent Holling type II functional response have very rich and complex dynamical behaviors (see [Hsu et al., 2001; Kuang, 1999; Kuang & Beretta, 1998; Li & Kuang, 2007; Liang & Pan, 2007; Ruan et al., 2008, 2010; Xiao & Ruan, 2001]). If both the predators and their prey can disperse randomly in their habitats but do not cross the boundary, our results demonstrate that the diffusive Leslie–Gower predator–prey system with ratio-dependent Holling type III functional response can exhibit spatial patterns (via Turing instability), temporal patterns (via Hopf bifurcation), as well as spatiotemporal patterns (via Turing–Hopf bifurcation).
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Appendix: Calculation of Re(ε(uo(0)))

In the Appendix, following the techniques and procedure in [Hassard et al., 1981], we give the expression of Re(c1(uo)), which is used to determine the direction of the Hopf bifurcation and stability of bifurcating periodic solutions. Let \( L^* \) be the conjugate operator of \( L \) defined as (5):

\[
\begin{gathered}
L^* u \quad := \quad D \left( \frac{\partial u}{\partial x} \right) + J^* u \quad ,
\end{gathered}
\]

where

\[
\begin{gathered}
J^* \quad := \quad \left( \begin{array}{c}
2\beta - (1 + m)^2 \frac{m - 1}{(1 + m)^2} \\
\frac{\alpha}{(1 + m)^2} - \gamma
\end{array} \right) .
\end{gathered}
\]

with the domain \( D_{L^*} = X_C \). Let

\[
\begin{gathered}
q \quad := \quad \begin{pmatrix} q_1 \\ q_2 \end{pmatrix} \quad = \quad \begin{pmatrix} \frac{r_0}{\sigma} + \frac{\omega_0}{\sigma} \\ \frac{\omega_0}{\sigma} \end{pmatrix} .
\end{gathered}
\]

\[
\begin{gathered}
q^* \quad := \quad \begin{pmatrix} q_1 \\ q_2 \end{pmatrix} \quad = \quad \begin{pmatrix} \sigma \frac{\omega_0}{2\sigma} + \frac{r_0}{\sigma} \\ \frac{\sigma}{i} \end{pmatrix} .
\end{gathered}
\]

For any \( a \in D_{L^*}, \ b \in D_{L} \), it is not difficult to verify that

\[
\langle L^* a, b \rangle = \langle a, L b \rangle, \quad L(r_0)q = i\omega q,
\]

\[
L^*(r_0)q^* = -i\omega q^*, \quad \langle q^*, q \rangle = 1, \quad \langle q^*, \eta \rangle = 0,
\]

where \( (a, b) = \int_0^L \eta \bar{b} \, dx \) denotes the inner product in \( L^2([0, L]) \times L^2([0, L]) \).

Following Hassard et al. [1981], we decompose \( X = X_{C} \oplus X_{S} \) with \( X_{C} = \{x \in \mathbb{C} \mid z \in \mathbb{C} \}, \) \( X_{S} = \{w \in \mathbb{C} : \langle q^*, w \rangle = 0\} \). For any \( (u, v) \in X \), there exists \( z \in \mathbb{C} \) and \( w = (w_1, w_2) \in X_{S} \) such that \( (u, v)^T = (z + \bar{T} + (w_1, w_2)^T, z = \langle q^*(u, v)^T \rangle \).

Thus,

\[
\begin{aligned}
&u = z + \tau + w_1, \\
v = z \left( \begin{array}{c}
-\frac{r_0}{\sigma} + \frac{\omega_0}{\sigma} + \tau + \frac{r_0}{\sigma} - \frac{\omega_0}{\sigma} \\
\frac{\sigma}{i}
\end{array} \right) + w_2.
\end{aligned}
\]

System (4) is reduced to the following system in the \((z, w)\)-coordinates:

\[
\begin{align}
\frac{dz}{dt} &= i\omega z + \langle q^*, \tilde{f} \rangle, \\
\frac{dw}{dt} &= Lw + H(z, \tau, w), \quad (A.2)
\end{align}
\]

where

\[
H(z, \tau, w) = \bar{T} - \langle q^*, \tilde{f} \rangle q - \langle \eta, \tilde{f} \rangle \eta
\]

and \( \tilde{f} = (f_1, f_2)^T [f_1 \text{ and } f_2 \text{ are defined as (16)].} \)

It is easy to obtain that

\[
\langle q^*, \tilde{f} \rangle = \frac{1}{2\omega_0}[\omega_0 f_1 - i(r_0 f_1 + \sigma f_2)],
\]

\[
\langle \eta, \tilde{f} \rangle = \frac{1}{2\omega_0}[\omega_0 f_1 + i(r_0 f_1 + \sigma f_2)],
\]

\[
\langle q^*, \tilde{f} \rangle \eta = \frac{1}{2\omega_0} \left( \omega_0 f_1 - i(r_0 f_1 + \sigma f_2) \right) \left( \omega_0 f_1 + i(r_0 f_1 + \sigma f_2) \right).
\]
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\( \left[ \mathbf{\mathbf{g}}, f \right] \mathbf{f} = \frac{1}{2 \omega_0} \left( \omega_0 f_0^2 + i (r_0 f_0^2 + \sigma f_0^2) \right) \) \( \left( \omega_0 f_0^2 - i \left( \frac{\omega_0^2}{\sigma} f_0^2 + \frac{r_0^2}{\sigma} f_0^2 + r_0^2 f_0^2 \right) \right) \).

Furthermore, we have \( H(z, \tau, w) = (0, 0)^T \). Let \( H = \frac{H_{20}}{2} + H_{11} z + \frac{H_{02}}{2} w + o(|z|)|^3 \).

It follows from Appendix A of [Hassard et al., 1981] that system (A.2) possesses a center manifold, and we can write \( w \) in the form:

\[
\begin{align*}
  w &= \frac{w_{20}}{2} z^2 + w_{11} z \tau + \frac{w_{02}}{2} \tau^2 + o(|z|^3),
\end{align*}
\]

Thus, we have

\[
\begin{align*}
  w_{20} &= (2\omega_0 I - L)^{-1} H_{20}, \\
  w_{11} &= (-L)^{-1} H_{11}, \\
  w_{02} &= \mathbf{w}_{20}.
\end{align*}
\]

This implies that \( w_{20} = w_{02} = w_{11} = 0 \). For later uses, denote

\[
\begin{align*}
  \sigma_1 &:= \frac{f_{1w}}{\sigma} q_1^2 + 2 f_{1w} q_1 q_2 + f_{1w} q_2^2 \\
  &\quad = 2A_{20} + 2A_{11} q_2, \\
  \sigma_2 &:= \frac{f_{2w}}{\sigma} q_1^2 + 2 f_{2w} q_1 q_2 + f_{2w} q_2^2 \\
  &\quad = 2B_{20} + 2B_{11} q_2 + 2B_{02} q_2^2,
\end{align*}
\]

\[
\begin{align*}
  g_{20} &= \frac{\sigma}{2 \omega_0} \left( \frac{\omega_0}{\sigma} - \frac{r_0}{\sigma} \right) \sigma_1 - i \sigma_2 \\
  &= A_{20} - 2B_{20} - \frac{2B_{20}}{\sigma} r_0 - \frac{i}{\omega_0} \left( \frac{2B_{20}}{\sigma} r_0^2 + (A_{20} + A_{11} + 3B_{20}) r_0 + \sigma B_{20} \right), \\
  g_{11} &= \frac{\sigma}{2 \omega_0} \left( \frac{\omega_0}{\sigma} - \frac{r_0}{\sigma} \right) \sigma_1 - i \sigma_2 \\
  &= A_{20} - \frac{A_{11}}{\sigma} r_0 - \frac{i}{\omega_0} \left( \frac{A_{11}}{\sigma} r_0^2 + (A_{20} + B_{20}) r_0 + \sigma B_{20} \right), \\
  g_{21} &= \frac{\sigma}{2 \omega_0} \left( \frac{\omega_0}{\sigma} - \frac{r_0}{\sigma} \right) \sigma_1 - i \sigma_2 \\
  &= 3A_{30} - 2B_{12} - \frac{2(A_{21} - B_{12})}{\sigma} r_0^2 - \frac{i}{\omega_0} \left( \frac{2(A_{21} - B_{12})}{\sigma} r_0^2 + (3A_{30} + A_{21} + 5B_{12}) r_0 + 3 \sigma B_{30} \right).
\end{align*}
\]

According to Hassard et al. [1981], we have

\[
\begin{align*}
  \text{Re}(c_1(r_0)) &= \text{Re} \left\{ \frac{i}{2 \omega_0} \left( g_{20} q_{11} - 2 g_{11} q_1^2 - \frac{1}{3} \frac{g_{02}}{\sigma} q_1^2 \right) + \frac{1}{2} g_{21} \right\} \\
  &= -\frac{1}{2 \omega_0} \text{Re}(g_{20}) \text{Im}(g_{11}) + \text{Im}(g_{20}) \text{Re}(g_{11}) + \frac{1}{2} \text{Re}(g_{21}).
\end{align*}
\]
\[
\begin{align*}
&= \frac{A_{21}}{\sigma} - \frac{A_{30}}{\sigma} - \frac{B_{12}}{\sigma} + \frac{\sigma A_{20} (A_{30} - B_{20})}{\omega_0^2} + \frac{\frac{3}{2} A_{30} - B_{12}}{2} \\
&= -\frac{A_{21}}{\sigma} - \frac{A_{30}}{\sigma} - \frac{B_{12}}{\sigma} + \frac{\sigma A_{20} (A_{30} - B_{20})}{\omega_0^2} + \frac{\frac{3}{2} A_{30} - B_{12}}{2} \\
&= -\frac{A_{21}}{\sigma} - \frac{A_{30}}{\sigma} - \frac{B_{12}}{\sigma} + \frac{\sigma A_{20} (A_{30} - B_{20})}{\omega_0^2} + \frac{\frac{3}{2} A_{30} - B_{12}}{2} \\
&= -\frac{A_{21}}{\sigma} - \frac{A_{30}}{\sigma} - \frac{B_{12}}{\sigma} + \frac{\sigma A_{20} (A_{30} - B_{20})}{\omega_0^2} + \frac{\frac{3}{2} A_{30} - B_{12}}{2}.
\end{align*}
\]