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Abstract

We prove positivity of energy for a class of asymptotically locally hyperbolic 

manifolds in dimensions 4 � n � 7. The result is established by first proving 

deformation-of-mass-aspect theorems in dimensions n � 4. Our positivity 

results extend to the case n  =  3 when more stringent conditions are imposed.
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1. Introduction

An interesting global invariant of asymptotically hyperbolic manifolds is provided by the 

total mass, for general conformal boundaries at infinity, or the total energy–momentum vector 

when the conformal structure at conformal infinity is that of a round sphere [6, 8, 20] (com-

pare [1, 9]). These objects provide a generalisation of the Arnowitt–Deser–Misner (ADM) 

energy–momentum, which is defined for asymptotically flat manifolds, to the asymptotically 
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hyperbolic case. While there are by now sharp positivity results for the ADM mass in all 

dimensions [19], the asymptotically hyperbolic case is still poorly understood. The purpose of 

this work is to expand somewhat our understanding of the topic.

As such, our main result is (see section 2 below for notation and terminology):

Theorem 1.1. Let (Mn,g), 4 � n � 7, be a Cn+5
–conformally compactifiable asymptotically 

locally hyperbolic (ALH) Riemannian manifold diffeomorphic to [r0,∞)× Nn−1 with a com-

pact boundary N0 := {r0} × Nn−1 and with well defined total mass. Suppose that:

 1.  The mean curvature of N0 satisfies H  <  n  −  1, where H is the divergence Din
i of the unit 

normal ni pointing into M.

 2.  The scalar curvature R  =  R[g] of M satisfies R � −n(n − 1).

 3.  Either (N, h̊) is a flat torus, or (N, h̊) is a nontrivial quotient of a round sphere.

Then the mass of (Mn,g) is nonnegative, m � 0.

Remark 1.2. It should be clear from its proof below that theorem 1.1 remains valid in the 

case n  =  3 if one assumes in addition that the mass aspect function has a sign.

Note that the above applies in particular to manifolds with a minimal boundary H  =  0, 

which arise in general relativity in time-symmetric initial data sets with apparent horizons.

It might be worthwile pointing out that the assumed product structure on M arises in certain 

technical aspects of the proof. For example, in the torus case, the proof requires the existence 

of a deformation retract of the conformal compactification of M onto its conformal boundary. 

The product structure assumption is the simplest condition to ensure the existence of this, 

although somewhat more general topologies could be allowed. In the spherical space case, the 

product structure, which in fact we assume extends to the conformal completion, is used to 

control the structure of the universal cover. The well-known examples modeled by, or related 

to, this theorem [4, 13] have product topology.

We do not address the question of rigidity in the case m  =  0. Our proof involves an initial 

perturbation of the metric (using theorem 1.3 below) to a metric which may not have vanish-

ing mass, and as such, may not have vanishing mass aspect. Hence, for example, the analysis 

of the sort given in [2, section 3.2] does not seem to be of use in our context.

Now, the total energy, or energy–momentum, are defined by integrating a function, called 

the mass aspect, over the conformal boundary. Part of the proof of theorem 1.1 consists in 

an analysis of this function, which has some interest of its own. Here some terminology is 

required: we will say that a function f on Sn−1 = {y ∈ R
n , |y| = 1} is a monopole–dipole 

function if f is a linear combination of constants and the functions θi = yi/|y|. We have:

Theorem 1.3. Let (Mn,g) be an ALH manifold, n � 4, with Ck
–conformal compactification, 

k � 3, and with well-defined mass aspect function. For all ε > 0 there exists a metric gε which 

is Cmin(k,n+1)
–conformally compactifiable when n  =  4, and Ck

–conformally compactifiable 

otherwise, well-defined mass aspect function. For all ε > 0 there exists a metric gε which 

coincides with g outside of an ε-neighborhood of the conformal boundary at infinity, satisfies 

R[gε] � R[g], and which has a well-defined mass aspect function such that

 1.  gε has a pure monopole–dipole mass aspect function Θε if (N
n−1, h̊) is conformal to the 

standard sphere, and has constant mass aspect function otherwise; 

 2.  the associated energy–momentum satisfies
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{

limε→0 mε

0 = m0, mε

i = mi, if (Nn−1, h̊) is conformal to the round S
n−1;

limε→0 mε = m, otherwise.
 

(1.1)

See remark 4.4 below for more information on the differentiability of the metrics gε when 

n  =  4.

Theorem 1.3 has the following corollary:

Corollary 1.4. Under the conditions above, suppose that (Nn−1, h̊) is conformal to the 

standard sphere and that the energy–momentum covector (m0, m1, . . . , mn) defined by (2.19) 

below is timelike: m2
0 −

∑

i�1
m2

i > 0. Then there exists a metric gε as in theorem 1.3 which 

has a constant mass aspect function in a suitable conformal frame at infinity.

Corollary 1.4 and a more precise version of theorem 1.3 are proved in section 4 below. 

Further deformation results can also be found there.

The restriction n � 4 is necessary in our analysis of the mass aspect function. This is due 

to the fact that our deformation procedure introduces error terms with a dimension-dependent 

decay rate. The method we use to compensate these error terms turns out to work if n � 4, 

but we have not been able to devise a technique to absorb the errors when n  =  3. On the other 

hand, the restriction n � 7 in theorem 1.1 arises from the regularity theory of CMC hyper-

surfaces. It is conceivable that a generalisation of the methods of Schoen and Yau [19] to 

asymptotically hyperbolic manifolds will allow one to remove the upper bound on n in the 

positivity results here.

The fact that the mass aspect cannot be deformed to a constant in the spherical case is not 

surprising. Indeed, when conformal infinity is spherical the total energy is not a number but 

a vector, and the first non-trivial spherical harmonics of the mass aspect determine its spatial 

components. In particular a constant mass aspect implies timelikeness of the energy–momen-

tum vector. Our deformation procedure is devised to change the total energy–momentum by 

an arbitrarily small amount, and a deformation procedure which would change the causal 

character of the total energy–momentum is incompatible with the small-change requirement.

To put our studies of the mass aspect function in a wider context, recall that Lee and 

Neves established a Penrose-type inequality for a class of three-dimensional asymptotically 

hyperbolic manifolds [15] under the assumption that the mass aspect function has constant 

sign. A similar hypothesis has been made previously by Andersson, Cai and Galloway in their 

proof of positivity of hyperbolic mass, in dimensions 3 � n � 7 and without the hypoth-

esis that the manifold is spin [2]. The results in [5] imply that the hypothesis of constant 

sign of the mass aspect function can be removed under smallness assumptions, or with a fast 

dimension-dependent decay rate of the metric towards model solutions. However, one would 

like to remove such supplementary assumptions altogether. We have unfortunately not been 

able to achieve this, in particular the restriction on dimension n � 4 renders our result useless 

for improving the Lee–Neves theorem. On the other hand, theorem 4.1 provides the follow-

ing minor improvement of the Andersson–Cai–Galloway theorem, keeping in mind that their 

hypothesis of mass aspect of constant sign implies that the energy–momentum vector is time-

like (see section 2 for terminology):

Theorem 1.5. Let (Mn,g), 4 � n � 7, be a manifold with scalar curvature R[g] � −n(n − 1) 
with a metric which is smoothly conformally compactifiable with spherical conformal infin-

ity. Suppose that (2.12) below holds with β = n and assume that R[g]  +  n(n  −  1)  =  O(xn+1). 

Then the total energy–momentum vector of (Mn,g) cannot be timelike past-pointing.

It is clear that the asymptotic hypotheses in theorem 1.5 can be weakened, but this is irrel-

evant for our purposes here.
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We note that examples of metrics with constant negative scalar curvature and with a null or 

spacelike energy–momentum vector on a (non-complete) asymptotically hyperbolic manifold 

have been constructed by Cortier in [10].

We stress that our analysis concerns the mass of asymptotically hyperbolic metrics, which 

coincides with the standard definitions of total mass of asymptotically anti-de Sitter space-

times only when the usual no-radiation conditions at the timelike conformal boundary at infin-

ity are imposed. In particular we do not cover those asymptotically hyperboloidal initial data 

sets with Λ = 0 which intersect a null conformal boundary at infinity at a cut on which the 

radiation field does not vanish, nor initial data sets in asymptotically anti-de Sitter space-times 

which meet the conformal boundary at infinity in an unusual manner.

2. The hyperbolic mass

We briefly review part of [6] as relevant for our purposes here.

Consider a manifold M with a metric g which asymptotes to a reference metric ̊g, and con-

tains a region Mext ⊂ M  of the form

Mext = [r0,∞)× Nn−1
, (2.1)

where Nn−1 is a compact (n − 1)-dimensional boundaryless manifold, n � 3, such that the 

reference metric ̊g on Mext takes the form

g̊ :=
dr2

r2 + k
+ r2h̊, (2.2)

with ̊h being a Riemannian metric on Nn−1 with scalar curvature R[h̊] equal to

R[h̊] = (n − 1)(n − 2)k, k ∈ {0,±1}. (2.3)

Here and below r is a coordinate running along the [r0,∞) factor of [r0,∞)× Nn−1.

As an example, the metric on the time slices in the Schwarzschild–anti de Sitter (Kottler) 

space-time is (compare [4])

gm =
dr2

r2

�2 + k − 2m
rn−2

+ r2h̊, (2.4)

which asymptotes to (2.2) as r → ∞ after a constant rescaling of the coordinate r and of the 

metric.

When (Nn−1, h̊) is the unit round (n − 1)–dimensional sphere (Sn−1, gSn−1), then ̊g is the 

hyperbolic metric.

Equations (2.2) and (2.3) imply that the scalar curvature R[̊g] of the metric ̊g is constant:

R[̊g] = −n(n − 1).

In what follows we will assume that ̊g is Einstein. This will be the case if and only if h̊ is. 

We note that, for the purpose of definition of the mass, the background metric ̊g needs to be 

defined only on Mext.

The definition of mass integrals requires appropriate boundary conditions, which are most 

conveniently defined using the following ̊g-orthonormal frame { fi}i=1,n on Mext:

fA = r−1
εA, A = 2, . . . , n, f1 =

√

r2 + k ∂r, (2.5)

where the εi’s form an orthonormal frame for the metric ̊h. We set

P T Chruściel et alClass. Quantum Grav. 35 (2018) 115015
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gij := g( fi, fj), eij := gij − g̊ij. (2.6)

The coordinate-independence of the mass integrals requires the fall-off conditions
∑

i,j

|gij − δij|+
∑

i,j,k

|fk(gij)| = o(r−n/2).
 (2.7)

Recall that static Killing Initial Data (KIDs) are defined as the set of solutions of the 

equations

∇̊i∇̊jV = V(R[̊g]ij − λ̊gij) (2.8)

where λ is related to the cosmological constant Λ as λ = −n�−2, with �2 = − n(n−1)
2Λ . (In most 

of this work the constant � will be scaled away to 1, which together with the assumption that 

g̊ is Einstein yields ∇̊i∇̊jV = V g̊ij .)

Ignoring momentarily issues associated with the dimension of the space of static KIDs (to 

be addressed shortly), when � is scaled to 1 the mass is defined as

m = lim
R→∞

(R2 + k)×
1

16π

×

∫

{r=R}

(

−
n

∑

A=2

{

∂eAA

∂r
+

keAA

r(r2 + k)

}

+
(n − 1)e11

r

)

dµh,

 (2.9)

where dµh is the Riemannian measure associated with the metric h induced on the level sets of 

the function r. The existence of the limit is guaranteed by the conditions

∫

Mext





∑

i,j

|gij − δij|
2 +

∑

i,j,�

|f�(gij)|
2



 r dµg < ∞, (2.10a)

∫

Mext

|R[g]− R[̊g]| r dµg < ∞, (2.10b)

∃ C > 0 such that C−1g̊(X, X) � g(X, X) � C̊g(X, X). (2.11)

Let β > 0. We will say that a metric is β-asymptotically hyperbolic if
∑

i,j

|gij − δij|+
∑

i,j,k

|fk(gij)| = O(r−β).
 (2.12)

We note that both (2.7) and (2.10a) will hold if β > n/2.

The above has a natural formulation in terms of manifolds M with boundary ∂M , where 

one or more connected components of ∂M  are viewed as a conformal boundary at infinity. In 

the setup above, the conformal boundary at infinity is diffeomorphic to Nn−1. For simplicity 

we will assume that ∂M  has only one component, which is a boundary at infinity, as the gen-

eralisations are straightforward. In this context let x be a smooth function defined on M which 

vanishes precisely on those components of ∂M , with dx nowhere vanishing on ∂M . A metric 

g on M is said to be smoothly, respectively Ck,α, conformally compactifiable if the metric x2g 

extends smoothly, respectively Ck,α, across ∂M .

Relevant for this work is a class of conformally compactifiable metrics which can be writ-

ten as
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g = �2x−2
(

dx2 + (1 −
k

4
x2)2h̊ + xnµ

)

+ o(xn−2)dxi
dx j

, (2.13)

h̊ = h̊AB(x
C)dxA

dxB
, (2.14)

µ = µAB(x
C)dxA

dxB
, (2.15)

where � > 0 is a constant, where the xA’s, A = 2, . . . , n, are local coordinates on Nn−1, and 

where (xi) = (x, xA). Here, as elsewhere, expressions such as o(x p)dxAdxB mean fABdxAdxB 

with fAB = o(x p); O(x p)dxAdxB are similarly defined. Under suitable further differentiability 

conditions, such metrics are referred to as asymptotically locally hyperbolic in [15]. They are 

called asymptotically hyperbolic in [2] when in addition one assumes that Nn−1 is diffeomor-

phic to Sn−1 with the unit round metric.

Suppose that � = 1, which can be achieved by a constant rescaling of g. Replacing x by a 

coordinate r through the formula

dx

x
= −

dr√
r2 + k

,

and observing that the metric ̊g defined in (2.2) is transformed to

g̊ = x−2
(

dx2 + (1 −
k

4
x2)2h̊

)

, (2.16)

one can bring (2.13) to the form needed for the definition of mass. For such metrics, (2.9) can 

be rewritten as

m = cn

∫

Nn−1

tr̊
h
µ dµ

h̊
, (2.17)

where cn is some universal normalising positive constant depending only on n, and where the 

integrand

Θ ≡ tr̊
h
µ := h̊ABµAB (2.18)

is called the mass aspect function.

When (Nn−1, h̊) is not the standard sphere (Sn−1, h0), (2.17) defines a geometric invariant 

of g: it is independent of the choice of coordinate systems in which the asymptotics (2.13)–

(2.15) holds. On the other hand, when (Nn−1, h̊) is the standard sphere (Sn−1, h0), the number 

m defined in (2.17) is coordinate dependent. While it is invariant under coordinate transforma-

tions which pointwise fix the boundary at infinity, there are asymptotic coordinate transfor-

mations which preserve (2.13)–(2.15) but not (2.17). In this case one considers instead the 

energy–momentum covector (m0, m1, . . . , mn) defined by

m0 = cn

∫

Sn−1

tr̊
h
µ dµ

h̊
and mi = cn

∫

Sn−1

tr̊
h
µXi dµ

h̊
, (2.19)

where X1, . . . , Xn are normalized first eigenfunctions on Sn−1 which form an orthogonal basis 

of the first eigenspace of the Laplacian on Sn−1: 
∫

Sn−1 Xi Xj dµ
h̊
= 1

n
Volume(Sn−1) δij. The 

number

m2
0 −

∑

i�1

m2
i

P T Chruściel et alClass. Quantum Grav. 35 (2018) 115015
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and the causal character of the energy–momentum covector (m0, m1, . . . , mn) are then geomet-

ric invariants of g; see section 3.4 below, compare [6–9, 20].

3. Changing the mass aspect function

We wish to analyse how the mass aspect function behaves under a certain class of coordinate 

transformations. To this end, it is necessary to consider metrics more general than those of 

the form (2.13)–(2.15), as such form is not preserved under the coordinate transformations we 

would like to perform.

3.1. Perturbations of infinity at order xn

Consider now metrics which are similar to (2.13)–(2.15) but allow for dx2- and dx dxA- terms:

g = g̊ + λxx dx2 + 2λxA dx dxA + λAB dxA
dxB

︸ ︷︷ ︸

=:λ

,
 (3.1)

where

λxx = O2(x
n−2), λAB = O2(x

n−2) and λxA = O2(x
n−3). (3.2)

Here and below, we write

f = O�(Ψ(x)) (3.3)

for some positive function Ψ if for 0 � i � � we have |∇̊if |̊g � CΨ(x) for small x, for some 

constant C.

Instead of making the necessary changes of variables to bring g to the form needed to 

evaluate (2.9), one can read off the mass integral directly as follows. By (A.19), appendix A 

below, the scalar curvature R[g] of g satisfies

R[g]− R[̊g] = −xn+1
∂x

{

x−(n−1)
∂x(x

2h̊AB
λAB)

−2x−(n−3)
D̊

A
λxA + (n − 1)x−(n−2)

λxx

}

+ x4
D̊

A
D̊

B
λAB + O(xn+2).

 (3.4)

The mass/energy–momentum covector is recognized as the flux integral(s) related to the above 

expression against suitable KID potential(s) (i.e. the functions V  in (2.8)). When (N, h̊) is not 

conformal to the round sphere, V  is taken to be V = x−1(1 + k
4
x2). When (N, h̊) is conformal 

to the round sphere Sn−1, V  can be taken to be V0 = x−1(1 + 1

4
x2) and Vi = x−1(1 − 1

4
x2)Xi 

where X1, . . . , Xn are normalized first eigenfunctions on Sn−1 as in section 2. In particular, if 

we assume that x−1(R[g]− R[̊g]) ∈ L1 and

λ = xn−2
[

µxx(x
C) dx2 +

2

x
µxA(x

C) dxdxA + µAB(x
C) dxA

dxB
]

+ o2(x
n−2)dx2 + o2(x

n−3)dx dxA + o2(x
n−2)dxA

dxB
,

 (3.5)

then the mass of g is found to be

m = cn

∫

Nn−1

[

h̊ABµAB −
2

n
D̊

A µxA +
n − 1

n
µxx

]

dµ
h̊
, (3.6)
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when (N, h̊) is not conformal to the round sphere. In the other case, the energy–momentum 

covector of g can be similarly computed by integrating the expression in the square bracket in 

(3.6) against the constant one and the functions Xi.

The integrand on the right-hand side of (3.6) contains a divergence term which does not 

contribute to the integral, but we keep it in this form as it coincides with 1

n
 times the leading 

term of the sum contained in the curly brackets on the right-hand side of (3.4). We will also 

refer to this quantity as the mass aspect function (for metrics given by (3.1) and (3.5)):

Θ := h̊ABµAB −
2

n
D̊

A µxA +
n − 1

n
µxx. (3.7)

Lemma 3.1. The mass aspect function is invariant under coordinate transformations which 

pointwise preserve infinity and the asymptotic behavior in (3.5). Equivalently, under a trans-

formation of the form

(x, xA) �→
(

y = x + xn+1 ψ(xC) + o3(x
n+1), yA = xA + xn XA(xC) + o3(x

n)
)

,

 (3.8)

where ψ and XA are of C3(Nn−1)-differentiability class, the new mass aspect function Θ̃ and 

the original mass aspect function Θ satisfy

Θ̃(yC) = Θ(yC).

Remark 3.2. If we assume that, in local coordinates, the metrics are Ck-conformally com-

pactifiable both before and after the coordinate transformation, with k large enough, then (3.8) 

exhausts the set of transformations described in the first sentence of the lemma. This follows 

essentially from [8, equations (3.18)–(3.20)]: Indeed, it is standard to go from the estimates 

there to the expansions (3.8) with a loss of derivatives. A conservative estimate is k � n + 7, 

and it is clear that a careful argument can bring the threshold down. Compare proposition 3.5 

below, where supplementary conormal regularity is imposed.

Remark 3.3. We will consider various coordinate transformations such as (3.8), which a 

priori only make sense in local charts. To make global sense of such formulae, in particular to 

see that the coefficients XA naturally define a vector field on Nn−1, one can proceed as follows: 

Let 2 � m ∈ N and consider a metric g of the form

g = g̊ + xm−2µAB dxA
dxB + o(xm−2)dxi

dx j
.

Let X = XA∂A be a vector field on Nn−1, and let ζ be a parameter along the flow of X. Thus

dxA(ζ)

dζ
= XA(xB(ζ)), xA(0) = xA

⇐⇒ xA(ζ) = φA[X](ζ, xB), φA[X](0, xB) = xA
.

 (3.9)

One can then pass to a new coordinate system (x, xA) �→ (x,φA) by setting ζ = xm in the flow:

φA
:= φA[X](xm

, xB) = xA + XAxm + O(x2m),

which is essentially (3.8). The transformation formulae for the expansion coefficients of the 

metric, in terms of powers of x near x  =  0, are then obtained by the usual calculations involv-

ing flows.

P T Chruściel et alClass. Quantum Grav. 35 (2018) 115015
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Proof of lemma 3.1. We compute

x−2
(

1 −
k

4
x2
)2

= y−2
(

1 −
k

4
y2
)2

+ 2yn−2 ψ(yC) + o(yn−2),

dx = [1 − (n + 1)ynψ(yC) + o(yn)]dy

− [yn+1
D̊Aψ(y

C) + o(yn+1)] dyA
,

dxA = [−n yn−1 XA(yC) + o(yn−1)]dy

+ [δA
B − yn ∂BXA(yC) + o(yn)]dyB

,

hAB(x
C) = hAB(y

C)− yn∂DhAB(y
C)XD(yC) + o(yn).

This implies that

x−2
dx2 = y−2

dy2 − [2nyn−2 ψ(yC) + o(yn−2)] dy2

+ O(yn−1)dy dyA + O(y2n)dyA
dyB

,

and

x−2
(

1 −
k

4
x2
)2

h̊AB(x
C) dxA

dxB

= y−2
(

1 −
k

4
y2
)2

h̊AB(y
C) dyA

dyB

− 2nyn−3
(

1 −
k

4
y2
)2

h̊AB(y
C)XB(yC) dy dyA

+ 2yn−2ψ(yC) h̊AB(y
C) dyA

dyB

− yn−2
(

1 −
k

4
y2
)2

[∂Dh̊AB XD + 2h̊D(A∂B)X
D]

︸ ︷︷ ︸

=D̊BXA+D̊AXB

(yC) dyA
dyB

+ O(y2n−4)dy2 + o(yn−3)dy dyA + o(yn−2)dyA
dyB

,

where XA = h̊ABXB.

It follows that, in the new coordinate system, the difference λ̃ of g and the new reference 

metric ̊g̃ = y−2(dy2 + (1 − k
4
y2)2 h̊AB(y

C) dyA dyB takes the form

λ̃ = yn−2
[

(µxx(y
C)− 2nψ(yC)) dy2 +

2

y
(µxA(y

C)− nXA(y
C)) dydyA

+ (µAB(x
C) + 2ψ(yC) h̊AB(y

C)− (D̊BXA + D̊AXB)(y
C)) dyA

dyB
]

+ o2(y
n−2)dy2 + o2(y

n−3)dy dyA + o2(x
n−2)dyA

dyB
.

 (3.10)

We see that

Θ̃ = (h̊ABµAB + 2(n − 1)ψ − 2D̊
AXA)−

2

n
D̊

A(µxA − nXA)

+
n − 1

n
(µxx − 2nψ)

= h̊ABµAB −
2

n
D̊

AµxA +
n − 1

n
µxx

= Θ,

as desired. □ 
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As a corollary of the proof we have

Corollary 3.4. Any metric of the form (3.5) such that λxA = o2(x
n−2) can be put in the form 

(2.13)–(2.15) via a change of coordinates at infinity.

Proof. We make a coordinate transformation of the form 

(x, xA) �→
(

y = x + 1

2n
xn+1 µxx(x

C) , yA = xA
)

. By inspecting the argument leading to (3.10) 

and using the hypothesis λxA = o2(x
n−2), it is readily seen that the o2(y

n−3)dy dyA term in 

(3.10) is in fact o2(y
n−2)dy dyA. We thus obtain

λ̃ = yn−2
[

µAB(x
C)−

1

n
µxx(y

C) h̊AB(y
C)
]

dyA
dyB

+ o2(y
n−2)dy2 + o2(y

n−3)dy dyA + o2(x
n−2)dyA

dyB
,

which completes the proof. □ 

Let m ∈ N. We will say that a function f on M is of differentiability class C�|m if for any 

vector fields Xi which are smooth on the compactified manifold and tangent to its boundary 

it holds that

∀ 0 � i � m we have X1 · · ·Xi( f ) ∈ C�(M). (3.11)

Here the index i does not indicate a component of the vector, but numbers the vectors. This 

definition generalises in the following obvious way to tensor fields u: if D̊ is any smooth 

covariant derivative operator on M, then (3.11) is replaced by

∀ 0 � i � m we have D̊X1
· · · D̊Xi

u ∈ C�(M). (3.12)

In what follows we will need the following:

Proposition 3.5. Suppose that g is a C�|m–conformally compactifiable metric of the form 

(2.13)–(2.15), m � 2. Then, after a suitable change of coordinates at infinity, in which the 

metric becomes C�−1|m−2–conformally compactifiable, the terms o(xn−2)dxidx j in (2.13) can 

be arranged to assume the form o(xn−2)dxA dxB. If � � n + 1 and m � 4 the mass aspect func-

tion remains unchanged.

Proof. We solve

|d ln y(x, xA)|g = 1 (3.13)

under the boundary condition that y  =  0 when x  =  0. Writing

y = x expχ(x, xA), (3.14)

equation (3.13) becomes

1 = gxx(
1

x
+ ∂xχ)

2 + 2gxA(
1

x
+ ∂xχ)∂Aχ+ gAB

∂Aχ∂Bχ.

Rearranging terms, this gives

∂xχ+
x

2
(∂xχ)

2 +
xgxA

gxx

︸︷︷︸

=O(xn+1)

(
1

x
+ ∂xχ)∂Aχ+

xgAB

2gxx

︸ ︷︷ ︸

=O(x)

∂Aχ∂Bχ =
x

2gxx
(1 −

1

x2
gxx)

︸ ︷︷ ︸

=O(xn−1)

.

 

(3.15)
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It is readily seen that the conformal infinity {x  =  0} is non-characteristic, and so existence of 

a function χ in a neighbourhood of the boundary follows. Note that for a C�-compactifiable 

metric the source term at the right-hand side of (3.15) is C�−1 only, which results in a C�−1 

solution. But χ will be C�|m−1 for metrics which are C�|m.

It follows from (3.14)–(3.15) that

y = x + O(xn+1). (3.16)

Now extend local coordinate functions xA defined on the conformal infinity to local coor-

dinate functions yA defined in a neighborhood thereof, so that y �→ (y, yA) are geodesics with 

respect to the metric y2g, orthogonal to the conformal boundary. Since y2g is C�|m−1, yA is 

C�|m−2. In the new coordinate system the metric g is C�−1|m−2–conformally compactifiable 

and takes on the desired form.

Let us denote by ̄gij the metric coefficients of the metric y2g in the Gauss coordinates above. 

From ḡyy = 1 and ḡyA = 0 we obtain

y2gxA =
∂y

∂x

∂y

∂xA
+ ḡBC

∂yB

∂xA

∂yC

∂x
. (3.17)

Letting MAB denote the matrix inverse to ḡBC
∂yB

∂xA , this implies

∂y A

∂x
= MAB

(

y2x−2gxB −
∂y

∂x

∂y

∂xB

)

. (3.18)

Assuming that m � 2, integrating in x and using (3.16) one obtains

y A = x A + O(xn+1). (3.19)

If � � n + 1 and m � 4, the invariance of the mass aspect follows now from lemma 3.1 using 

Taylor expansions. □ 

3.2. Perturbations of infinity at order xn−2, generalised mass aspect function

In view of lemma 3.1, in order to change the mass aspect function via a coordinate transforma-

tion, one needs to work with metrics g such that

λ = g − g̊

does not satisfy (3.5). For our later purposes it suffices to consider the case that λ decays ‘one 

order slower’ than the decay given by (3.5).

As a by-product of our analysis, we will identify, in dimensions n � 5, a class of such 

metrics where the mass equals the integral of a generalised mass aspect function which can 

be changed by a coordinate transformation, and which coincides with the mass aspect func-

tion when (3.5) holds. The point is that the mass integrand acquires new terms when the 

asymptotic coordinate conditions are relaxed, as compared to the ones in (2.13)–(2.15). This 

new integrand is the generalised mass aspect function. One can exploit the freedom gained, 

together with a subsequent deformation of the metric, to obtain a new nearby metric, with 

almost the same mass or energy–momentum, which satisfies again the more stringent condi-

tions (3.5) after the deformation but has now a different mass aspect function.
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For x  >  0 and � = 0, 1, 2, . . ., define

Ω�(x) = sup
xC∈Nn−1

∑

0�j��

|∇̊ jλ(x, xC)|̊g.
 (3.20)

We proceed by inspecting the formula for the scalar curvature. To this end, define λij by 

raising the indices of λij with respect to ̊g and define its first order Newton tensor

T ij = λij − tr̊g(λ) g̊ij
.

By (A.15),

R[g]− R[̊g] = ∇̊i∇̊jT
ij − tr̊g(T) + O(Ω2

2(x)).

Define Fi = ∇̊jT
ij . A direct computation gives

Fx = ∂xTxx −
n + 1

x
Txx + D̊ATxA +

1

x
h̊ABTAB

−
(n − 1)kx

2
Txx + O(x3)Txx + O(x3)h̊AB TAB

,

FA = ∂xTxA −
n + 2

x
TxA + D̊BTAB

−
(n + 1)kx

2
TxA + O(x3)TxB

,

∇̊iF
i = ∂xFx −

n

x
Fx + D̊AFA −

(n − 1)kx

2
Fx + O(x3)Fx

.

Therefore

R[g]− R[̊g] = ∇̊iF
i − tr̊g(T) + O(Ω2

2(x))

= xn+1
∂x

[

x−1
∂x

(

x−nTxx
)

+ x−n−2h̊ABTAB + 2x−n−1
D̊ATxA

]

− (n − 1)kxn+1
∂x(x

−nTxx)−
(n − 2)k

2
h̊ABTAB

− nkxD̊ATxA + D̊AD̊BTAB

+ O(max(x4 Ω1(x),Ω
2
2(x))).

 (3.21)

Now, suppose that we have a development of the Txx, TxA and TAB’s in series of powers of 

x at x  =  0, say starting at order xn1, xn2 and xn3 respectively (for some n1, n2, n3 � 0). Observe 

that the contribution of the leading coefficients of Txx, TxA and TAB’s to the right-hand side of 

(3.21) are of order xn1−2, xn2−1 and xn3−2 respectively, except for the following four cases:

 (i)  If n1  =  n, there is no contribution from the leading coefficient of Txx.

 (ii)  If n1  =  n  +  2, the leading coefficient of Txx contributes a term of order O(xn+2).

 (iii)  If n2  =  n  +  1, the leading coefficients of TxA contribute a term of order O(xn+2).

 (iv)  If n3  =  n  +  2, the leading coefficients of TAB contribute a term of order O(xn+2).

On the other hand, in view of (2.10b), R[g]− R[̊g] should decay faster than O(xn). This 

leads us to consider metrics g such that the tensor T satisfies

Txx = xn
(n)

Txx(xC) + xn+2
(n+2)

Txx (xC) + o2(x
n+2),

 (3.22)

TAB = xn+2

(n+2)

TAB (xC) + o2(x
n+2), (3.23)
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TxA = xn+1

(n+1)

TxA (xC) + o2(x
n+1). (3.24)

Under these assumptions, the sum of the last three lines in (3.21) is of order O(xn+1), and the 

mass can be computed as the integral over Nn−1 of the leading term of the sum contained in 

the square bracket on the right-hand side of (3.21). For this class of metrics one can thus define 

the generalised mass aspect function as

Θ := −
1

n
h̊AB

(n+2)

TAB −
2

n
D̊A

(n+1)

TxA −
2

n

(n+2)

Txx
. (3.25)

It should be clear that, when λ satisfies (3.5), the above formula simplifies to (3.7).

We note that, under (3.22)–(3.24), we have

λxx = O2(x
n−4), λAB = O2(x

n−4) and λxA = O2(x
n−3). (3.26)

If one asks that Ω2(x) decays slightly better than x
n−2

2  (so that the mass can be defined), one 

is lead to the restriction n � 5.

In addition to the coordinate transformations already studied in lemma 3.1, there is another 

type of coordinate transformations which preserves the asymptotic behaviors (3.22)–(3.24): 

x �→ x̄ = x + xn−1 ψ(xC). As we will now see, this change of variable leads to a change in the 

generalised mass aspect function.

Lemma 3.6. Let n � 3. Assume that the metric g satisfies (3.26). Under the coordinate 

transformation

(x, xA) �→ (x̄ = x + xn−1 ψ(xC), xA),

with ψ ∈ C3(Nn−1), the tensor T transforms as follows

Txx
→ Txx(x̄, xC)− 2(n − 1)x̄n ψ(xC)− k(n − 1)x̄n+2 ψ(xC) + O(x̄min(n+4,2n−2)),

TxA
→ TxA(x̄, xC)− x̄n+1

D̊
Aψ(xC) + O(x̄min (n+3,2n−1)),

TAB
→ TAB(x̄, xC)− k(n − 2)x̄n+2 ψ(xC) h̊AB(xC) + O(x̄min(n+4,2n−2)).

This lemma will not be needed in our main results, we therefore defer its proof to appendix 

B.

Corollary 3.7. Let n � 5. Then the coordinate transformation

(x, xA) �→ (x̄ = x + xn−1 ψ(xC), xA)

preserves the asymptotic conditions (3.22)–(3.24). Furthermore, the new and old generalised 

mass aspect functions defined in (3.25) are related by

Θnew = Θold +
2

n
D̊

A
D̊Aψ + k(n − 1)ψ.

3.3. Perturbation of infinity at order x
n−2

| ln x|

The requirement that n be at least five in the previous subsection is quite restrictive. 

Furthermore, the most direct application of the results in that subsection to the proof of our 
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deformation theorem will introduce a perturbation of order O(xn−1) in the TxA component, 

which contributes an error estimation of order O(max(xn+1, x2n−6)) in the scalar curvature 

(see (3.21)), which does not decay fast enough to ensure the integrability condition (2.10b) 

in dimensions n = 4, 5, 6. By arranging a suitable form for TxA and making an appropriate 

change of the angular variables, the error estimation can improved to O(max(xn+2, x2n−4)), 
which takes care of dimensions n = 5, 6. In dimension n  =  4, we circumvent the above com-

plication by working with metrics which are, roughly speaking, perturbations of infinity at 

order O( xn−2

| ln x| ), which is slightly milder than that in the previous subsection.

For this, let x �→ Ξ(x) be a smooth function which is defined for small positive values of x 

and satisfies for some � � 0 that

Λ�+1(x) = O(1), where Λ�+1(x) :=
∑

0�l��+1

xl |∂l
xΞ|. (3.27)

In the notation of (3.3), since Ξ depends only upon x it holds that Ξ(x) = Oj(Λj(x)) for any 

0 � j � �+ 1. (For readers who would like to zoom ahead to the proof of our deformation 

theorem, Ξ will be chosen so that Λ�(x) = O( xn−2

| ln x| ), but we do not assume this in the present 

section.)

We have:

Lemma 3.8. Let n � 3, � � 0, and suppose that (3.27) holds. Assume that there is a posi-

tive function x �→ Υ(x) such that, for small values of x, it holds

λxx = O�(x
−4Υ(x)), λAB = O�(x

−4Υ(x)), λxA = O�(x
−5Υ(x)),

D̊Aλxx = O�(x
−4Υ(x)), D̊CλAB = O�(x

−4Υ(x)), and D̊BλxA = O�(x
−5Υ(x)).

 (3.28)

Let X ≡ XA∂A be a C�+1 section of TNn−1. Then, under the coordinate transformation,

(x, xA) �→
(

x, yA = xA + Ξ(x)XA(xC)
)

, (3.29)

the tensor T transforms as follows

Txx
→ Txx(x, yC) + 2x2 Ξ(x) D̊AXA(yC) + O�(x

2Λ2
�+1(x) + Λ3

�+1(x) + x−2 Υ(x) Λ�(x)),

TxA
→ TxA(x, yC)− x2Ξ′(x)XA(yC) + O�(xΛ

2
�+1(x) + x−1Υ(x) Λ�(x)),

TAB
→ TAB(x, yC)− x2

(

1 −
k

4
x2
)−2

Ξ(x) (D̊AXB + D̊
BXA − 2D̊DXD h̊AB)(yC)

− x2[Ξ′(x)]2 |X|2
h̊

h̊AB + O�(x
2Λ2

�+1(x) + Λ3
�+1(x) + x−2 Υ(x) Λ�(x)),

where the implicit constants in the big O terms depend only on the implicit constants in (3.27) 

and (3.28), ‖X‖C�+1(Nn−1), n and �.

Proof. In the new coordinate system (x,yA), we will use λ̃ to denote the difference between 

g and the new reference metric

˚̃g = x−2
[

dx2 +
(

1 −
k

4
x2
)2

h̊AB(y
C) dyA

dyB
]

.

We will accordingly use a tilde to refer to the metric components of λ̃, its Newton tensor etc.

Define the matrix M ≡ (MA
B) by

P T Chruściel et alClass. Quantum Grav. 35 (2018) 115015



15

MA
B ≡ MA

B(x, yC) = δA
B + Ξ(x)

∂XA

∂xB

(

xD(yC)
)

. (3.30)

We have

dxA = (M−1)A
B

(

dyB − Ξ′(x)XB
(

xD(yC)
)

dx
)

= [−Ξ′(x)XA(yC) + O�(x
−1Λ2

�+1(x))]dx

+ [δA
B − Ξ(x) ∂BXA(yC) + O�(Λ

2
�(x))]dyB

,

h̊AB(x
C) = h̊AB(y

C)− Ξ(x)∂Dh̊AB(y
C)XD(xC) + O�(Λ

2
�(x))

= h̊AB(y
C)− Ξ(x)∂Dh̊AB(y

C)XD(yC) + O�(Λ
2
�(x)).

This implies that

h̊AB(x
C) dxA

dxB

= h̊AB(y
C) dyA

dyB + [Ξ′(x)]2 |X|2
h̊
(yC)dx2

+ [Ξ′(x)]2 hAB(y
C)XA(yC)XB(yC) dx2

− 2Ξ′(x)h̊AB(y
C)XB(yC) dx dyA

− Ξ(x) [∂Dh̊AB XD + 2h̊D(A∂B)X
D]

︸ ︷︷ ︸

=D̊BXA+D̊AXB

(yC) dyA
dyB

+ O�(x
−2 Λ3

�+1(x))dx2 + O�(x
−1 Λ2

�+1(x))dx dyA + O�(Λ
2
�(x))dyA

dyB
,

where XA = h̊ABXB. Using the trivial identity

λ(x, xD(yC)) = λ(x, yC)−

∫ 1

0

d
(

λ
(

x, xE(yC) + sΞ(x)XE(xD(yC))
)

)

ds
ds (3.31)

to replace every occurrence of λ(x, xD(yC)) by λ(x, yC), together with the hypothesis (3.28) to 

estimate the associated error terms, a calculation gives

λ̃ =
[

λxx(x, yC) + x−2
(

1 −
k

4
x2
)2

[Ξ′(x)]2 |X|2
h̊
(yC)

]

dx2

+ 2

[

λxA(x, yC)− x−2
(

1 −
k

4
x2
)2

Ξ′(x)XA(y
C)
]

dxdyA

+
[

λAB(x, yC)− x−2
(

1 −
k

4
x2
)2

Ξ(x)(D̊BXA + D̊AXB)(y
C)
]

dyA
dyB

+ O�(x
−4 Λ3

�+1(x) + x−6 Υ(x) Λ�(x))dx2

+ O�(x
−3Λ2

�+1(x) + x−5 Υ(x) Λ�(x))dx dyA

+ O�(x
−2Λ2

�+1(x) + x−4 Υ(x) Λ�(x))dyA
dyB

.

 (3.32)

We next compute the tensor T̃ :
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tr̊
g̃
(λ̃) = x2 λ̃xx + x2

(

1 −
k

4
x2
)−2

h̊AB λ̃AB

= tr̊g(λ) +
(

1 −
k

4
x2
)2

[Ξ′(x)]2 |X|2
h̊
− 2Ξ(x) D̊AXA

+ O�(Λ
2
�+1(x) + x−2 Λ3

�+1(x) + x−4 Υ(x) Λ�(x)),

T̃xx = x4 λ̃xx − tr̊
g̃
(λ̃) x2

= Txx + 2x2 Ξ(x) D̊AXA + O�(x
2Λ2

�+1(x) + Λ3
�+1(x) + x−2 Υ(x) Λ�(x)),

T̃xA = x4
(

1 −
k

4
x2
)−2

h̊ABλ̃xB

= TxA − x2Ξ′(x)XA + O�(xΛ
2
�+1(x) + x−1 Υ(x) Λ�(x)),

λ̃AB = x4
(

1 −
k

4
x2
)−4

h̊AC h̊BDλ̃CD

= λAB − x2
(

1 −
k

4
x2
)−2

Ξ(x) (D̊AXB + D̊
BXA)

+ O�(x
2Λ2

�+1(x) + Υ(x) Λ�(x)),

T̃AB = λ̃AB − x2
(

1 −
k

4
x2
)−2

tr̊
g̃
(λ̃) h̊AB

= TAB − x2[Ξ′(x)]2 |X|2
h̊

h̊AB

− x2
(

1 −
k

4
x2
)−2

Ξ(x) (D̊AXB + D̊
BXA − 2D̊CXC h̊AB)

+ O�(x
2Λ2

�+1(x) + Λ3
�+1(x) + x−2 Υ(x) Λ�(x)).

This completes the proof. □ 

We now derive a version of (3.21) where the mixed terms TxA are allowed to decay 

slower than the Txx and TAB terms. More precisely, we assume, for some smooth func-

tion Ξ and vector field X = XA∂A (on Nn−1), that T can be expressed as a sum of 
(∗)

T (x, xC) = x2 Ξ′(x)XA(xC) (∂x ⊗ ∂A + ∂A ⊗ ∂x) and terms which decay faster than 
(∗)

T . For 

� � 0, let

(∗)

Ω �(x) = sup
xC∈Nn−1

∑

0�j��

[|∇̊ j(T −
(∗)

T )|̊g + x−1 |∇̊ j
D̊(T −

(∗)

T )|̊g](x, xC), (3.33)

Υ�(x) = x2(
(∗)

Ω �(x) + Λ�+1(x)), (3.34)

where Λ�+1 is as defined in (3.27). Note that (3.28) then holds with Υ = Υ�.

Corollary 3.9. Let n � 3. Assume that there exist a smooth vector field X = XA∂A on Nn−1 

and a smooth function x �→ Ξ(x) such that

Υ2(x) = O(x4), (3.35)

where Υ� is as defined in (3.34). After the change of coordinates

(x, xA) �→ (x, yA = xA + Ξ(x)XA(xC)) (3.36)

one has
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R[g]− R[̊g] = xn+1
∂x

[

x−1
∂x

(

x−nTxx
)

+ x−n−2h̊ABTAB + 2x−n−1
D̊ATxA

]

− (n − 1)xn+1
∂x

[

x−n[Ξ′(x)]2 |X|2
h̊

]

− (n − 1)kxn+1
∂x(x

−nTxx)−
(n − 2)k

2
h̊ABTAB

− nkxD̊ATxA + D̊AD̊BTAB

+ O(max(x2Υ1(x), x−4Υ2
2(x))

 (3.37)

where the implicit constant in the error term depends on n, ‖X‖C3(Nn−1) and the implicit con-

stant in (3.35).

Remark 3.10. Note that while |T −
(∗)

T |̊g = O�(x
−2Υ�(x)), one has |

(∗)

T |̊g = O�(x
−3Υ�(x)) 

and so |T |̊g = O�(x
−3Υ�(x)). Thus, if one attempts to apply directly formula (3.21), one ob-

tains an error estimation of order O(max(xΥ1(x), x−6 Υ2
2(x))), which is larger than that in 

(3.37).

Proof. By lemma 3.8, the change of angular variables (3.36) leads to better decay proper-

ties. Namely, with respect to the new coordinate system (x,yA), we have that T̃xx, T̃xA and T̃AB 

are of order O�(Υ�(x)), for � = 1, 2. Using Λ�+1 = O(x−2Υ�) and Υ2 = O(x4) (‘x to power 

four’, not to be confused with the coordinate ‘x subscript four’) we obtain

Λ
3
�+1 = O(x−6Υ3

�) = O(x−4Υ�x
−2Υ2

�) = O(x−2Υ2
�),

which will eventually be estimated as O(x−4Υ2
�
). This can be used to rewrite the error terms 

in the conclusions of lemma 3.8 as follows:

T̃xx(x, yC) = Txx(x, yC) + 2x2 Ξ(x) D̊AXA(yC) + O�(x
−4Υ2

�(x)), (3.38)

T̃xA(x, yC) = TxA(x, yC)− x2Ξ′(x)XA(yC)
︸ ︷︷ ︸

=
(∗)

TxA(x,yC)

+O�(x
−4Υ2

�(x)),
 (3.39)

T̃AB(x, yC) = TAB(x, yC)− x2
(

1 −
k

4
x2
)−2

Ξ(x) (D̊AXB + D̊
BXA − 2D̊DXD h̊AB)(yC)

− x2[Ξ′(x)]2 |X|2
h̊

h̊AB + O�(x
−4Υ2

�(x)),
 (3.40)

where we are using the same notations as in the proof of lemma 3.8 and we have used that 

x−4 Υ2(x) = O(1).

Now, by (3.21) in the new coordinates, we have

R[g]− R[̊g] = xn+1
∂x

[

x−1
∂x

(

x−nT̃xx
)

+ x−n−2h̊ABT̃AB + 2x−n−1
D̊∂

yA
T̃xA

]

− (n − 1)kxn+1
∂x(x

−nT̃xx)−
(n − 2)k

2
h̊ABT̃AB

− nkxD̊∂
yA

T̃xA + D̊∂
yA

D̊∂
yB

T̃AB + O(max(x2Υ1(x), x−4Υ2
2(x)).
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Therefore, by (3.38)–(3.40),

R[g]− R[̊g] = xn+1
∂x

{

x−1
∂x

(

x−n(Txx + 2x2Ξ(x)D̊DXD)
)

+ x−n−2
[

h̊ABTAB + 2(n − 2) x2
(

1 +
k

2
x2
)

Ξ(x) D̊DXD

− (n − 1)x2[Ξ′(x)]2 |X|2
h̊

]

+ 2x−n−1
D̊A(T

xA − x2 Ξ′(x)XA)
}

− (n − 1)kxn+1
∂x(x

−n(Txx + 2x2 Ξ(x)D̊DXD)

−
(n − 2)k

2

(

h̊ABTAB + 2(n − 2)x2 Ξ(x) D̊DXD
)

− nkxD̊A(T
xA − x2 Ξ′(x)XA)

+ D̊AD̊B

(

TAB − x2 Ξ(x) (D̊AXB + D̊
BXA − 2D̊DXD h̊AB) h̊AB

)

+ O(max(x2Υ1(x), x−4Υ2
2(x))

= xn+1
∂x

[

x−1
∂x

(

x−nTxx
)

+ x−n−2h̊ABTAB + 2x−n−1
D̊ATxA

− (n − 1)x−n[Ξ′(x)]2 |X|2
h̊

]

− (n − 1)kxn+1
∂x(x

−nTxx)−
(n − 2)k

2
h̊ABTAB

− nkxD̊ATxA + D̊AD̊BTAB

+ O(max(x2Υ1(x), x−4Υ2
2(x)),

where we have used that D̊AD̊BD̊AXB − D̊AD̊AD̊BXB = (n − 2)kD̊DXD thanks to 

R[h̊]AB = (n − 2)kh̊AB. □ 

3.4. Hyperbolic symmetries

In this section we assume that the transverse manifold Nn−1 is the standard sphere Sn−1. In 

this case, ̊g is the hyperbolic metric on the hyperbolic space Hn, and so has a large group of 

symmetries.

Consider the realization of the hyperbolic space H
n by the hyperboloid 

{(y0, y) ∈ R
1+n : y2

0 − |y|2 = 1} in the Minkowski space R1+n, where | · | denotes the stand-

ard Euclidean norm. Writing y0 = cosh s and y = sinh s θ for some s ∈ R�0 and θ ∈ S
n−1, 

we obtain

g̊ = ds2 + sinh2(s) h̊,

where ̊h is the round metric on Sn−1. This can be brought to the form ̊g = x−2(dx2 + (1 − 1

4
x2)2h̊) 

considered earlier via the transformation s = − ln x
2
.

The group SO(1, n) acts isometrically on Hn. Consider a hyperbolic element of SO(1, n) 
in the form

Mα,e :=

[

coshα sinhα eT

sinhα e In + (coshα− 1)e ⊗ eT

]

,

where α ∈ R, e ∈ S
n−1 and In denotes the n × n identity matrix. The transformation 

(y0 = cosh s, y) = Mα,e · (ỹ0 = cosh s̃, ỹ) is given by
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cosh s = coshα cosh s̃ + sinhα e · ỹ,

y = (sinhα cosh s̃ + coshα e · ỹ)e + (ỹ − e · ỹ e).

Observe that θ := 1

|y|y and θ̃ := 1

|̃y| ỹ are related by

θ = Φ∞(θ̃) + O(x̃2)

where Φ∞ is a transformation of Sn−1 (which is viewed as the ‘boundary’ of Hn) given by

Φ
∞

α,e(θ̃) =
(sinhα+ coshα e · θ̃)e + (θ̃ − e · θ̃ e)

coshα+ sinhα e · θ̃
.

The inverse of Φ∞

α,e  is Φ∞

−α,e, i.e.

(Φ∞

α,e)
−1(θ) =

(− sinhα+ coshα e · θ)e + (θ − e · θe)

coshα− sinhα e · θ
.

Note that Φ∞ is a conformal transformation of Sn−1. To see this, let x̃A be a local coordinate 

system on some open subset U ⊂ S
n−1, and let xA be a local coordinate system in Φ∞(U), and 

write ̊h = h̊AB(x
C) dxA dxB = ˚̃

hAB(x̃
C) dx̃A dx̃B. As Mα,e is an isometry of Hn, we have

g̊ = ds2 + sinh2
s h̊AB(x

C + O(x̃2)) dxA
dxB = ds̃2 + sinh2

s̃
˚̃
hAB(x̃

C) dx̃A
dx̃B

.

It follows that

˚̃
hAB(x̃

C) dx̃A
dx̃B = lim

s̃→∞

sinh2
s

sinh2
s̃

h̊AB(x
C) dxA

dxB

= (coshα+ sinhα e · θ̃)2 h̊AB(x
C) dxA

dxB
.

 (3.41)

Consider now a metric of the form (2.13)–(2.15), i.e.

g = g̊ + xn−2µAB(x
C) dxA

dxB + o(xn−2)dxi
dx j

= g̊ + x̃n−2µ̃AB(x̃
C) dx̃A

dx̃B + o(x̃n−2)dx̃i
dx̃ j

.

Set µ = µAB(x
C) dxA dxB and µ̃ = µ̃AB(x̃

C) dx̃A dx̃B. We have

µ̃ =
(

lim
x→0

xn−2

x̃n−2

)

(Φ∞

α,e)
∗µ =

1

(coshα+ sinhα e · θ̃)n−2
(Φ∞

α,e)
∗µ.

Also, by (3.41), ̊h̃ = (coshα+ sinhα e · θ̃)2 (Φ∞

α,e)
∗h̊. It follows that

˚̃
hAB µ̃AB =

1

(coshα+ sinhα e · θ̃)n
(h̊AB µAB) ◦ Φα,e.

In order words, the mass aspect functions Θ and Θ̃ relative to the (x,xA) and (x̃, x̃A) coordinate 

systems are related by

Θ̃(θ̃) =
1

(coshα+ sinhα e · θ̃)n
Θ ◦ Φα,e(θ̃). (3.42)

Recall that the covector (m0, m1 . . . , mn) is defined by (2.19),

m0 =

∫

Sn−1

Θ(θ) dv
h̊
(θ),

mi =

∫

Sn−1

Θ(θ) θi dv
h̊
(θ),

P T Chruściel et alClass. Quantum Grav. 35 (2018) 115015



20

where θi ≡ θi. Using (3.41), (3.42) and the relation

1

coshα+ sinhα e · θ̃
= coshα− sinhα e · θ,

we find that the corresponding covector (m̃0, m̃1, . . . , m̃n) relative to the tilde coordinate sys-

tem is given by

m̃0 =

∫

Sn−1

Θ(θ) (coshα− sinhα e · θ)dv
h̊
(θ)

= coshαm0 − sinhα e·
→

m,

m̃i =

∫

Sn−1

Θ(θ) [(− sinhα+ coshα e · θ)ei + (θi − e · θei)] dv
h̊
(θ)

= (− sinhαm0 + coshα e·
→

m)ei + (mi − e·
→

m ei),

where ei = ei and e·
→

m =
∑n

i=1
eimi. In particular, this gives the well-known relation

(m0, m1 . . . , mn) = Mα,e · (m̃0, m̃1, . . . , m̃i).

4. Proof of the deformation theorem

We are ready now to formulate, and prove, a precise version of theorem 1.3. We consider a 

metric g which, on {0  <  x  <  x0}, for some x0  <  1, takes the form (2.13)–(2.15) with all ten-

sors twice-differentiable. We further suppose that

x−1(R[g]− R[̊g]) ∈ L1(M), (4.1)

and that there exist constants C1 and α > 0 and such that
∑

0�l�2

[|∇̊lλ|̊g + x−1|∇̊l
D̊λ|̊g] � C1xn

,
 (4.2)

where ∇̊ denotes the covariant derivative operator of the metric ̊g.

We have:

Theorem 4.1. Under (2.13)–(2.15) and (4.1)–(4.2), let the space-dimension n be greater 

than or equal four. There exists ε0 > 0 such that, for all 0 < ε < ε0 < x0/4 there exists a met-

ric gε, also of of the form (2.13)–(2.15), such that

 1.  0 � R[gε]− R[g] � Cxn

| ln x|2  for some C independent of ε; 

 2.  gε coincides with g for x > 4ε; 

 3.  gε has a pure monopole–dipole mass aspect function Θε if (N
n−1, h̊) is conformal to the 

standard sphere, and has constant mass aspect function otherwise; 

 4.  the associated energy–momentum satisfies

{

limε→0 mε

0 = m0, mε

i = mi, if (Nn−1, h̊) is conformal to the round S
n−1;

limε→0 mε = m, otherwise.
 (4.3)

Remark 4.2. Note that the decay rate 0 � R[gε]− R[g] = O( xn

| ln x|2
) preserves the integra-

bility condition (4.1).
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Remark 4.3. In dimensions n � 6, the assumption (4.2) can be weakened to
∑

0�l�2

|∇̊lλ|̊g � C1xn
.

(This can be achieved by using (3.21) instead of corollary 3.9 in the proof; see remark 3.10.) 

We suspect that this remains true in dimensions n = 4, 5 but have not attempted to address 

this.

Proof of the corollary 1.4. We apply theorem 4.1 to the metric obtained by applying 

to g an isometry of hyperbolic space which maps (m0, m1, . . . , mn) to (m, 0, . . . , 0), with 

m = ±

√

m2
0
−
∑

i�1
m2

i . Here the negative sign of m has to be chosen if the original energy–

momentum vector was past pointing, positive otherwise. □ 

Some comments on the proof of theorem 4.1 might be useful. In step 1 one perturbs the 

metric g to another metric ĝ, which satisfies (3.5) and whose mass aspect function is purely 

monopole–dipole, in a manner that the scalar curvature is perturbed in a controlled way. The 

metric ĝ obtained in our argument agrees up to terms which are linear in ψ and Φ with the 

metric obtained by first doing a change of variables as in lemma 3.6 (so that in the new coordi-

nate system, the metric g satisfies (3.22)–(3.24)), and then performing a ‘suitable’ truncation 

to bring the asymptotic behavior back to (3.5). It also contains a term which is quadratic in Φ, 

which needs special care in low dimensions but plays no role in dimensions n � 5.

As such, the metric ̂g depends on ε. In particular, it satisfies (3.5) with an implicit ε-dependent 

constant for the error terms which deteriorates as ε → 0. In controlling the scalar curvature, 

we need ε-independent estimates and, to this end, ĝ needs to be treated as a perturbation of ̊g 

at order O( xn−2

| ln x| ), rather than O(xn) if the implicit constant in (3.5) were ε-independent. This 

can be taken care of in dimensions n � 5 by arranging faster decay in the mixed components 

ĝxA, after which it is sufficient to work with a perturbation of order O(xn−2).

This does not work when n  =  4, but in this dimension the logarithmic gain from O(xn−2) 

to O( xn−2

| ln x| ), together with the introduction of the quadratic correction term, lead to an error 

estimate of order O( x2n−4

| ln x|2
) = O( x4

| ln x|2
) for the scalar curvature, which suffices to take care 

of the issue. In dimension n  =  3, the above procedure produces an error of order O( x2

| ln x|2
), 

which is too big to be handled by our methods.

Proof of theorem 4.1. Let Θ be the (standard) mass aspect function of g in the given as-

ymptotic coordinate system (x,xA) where (2.13)–(2.15) holds.

Step 1. We will deform the metric g in the asymptotic region to a metric ĝ such that ĝ satisfies 

(3.5), its mass aspect function Θ̂ is purely monopole–dipole, and that R[ĝ]− R[g] = O( xn

| ln x|2
).

Assume that ψ is a smooth function on Nn−1 such that

〈ψ〉 = 0, (4.4)

where here and below

〈 f 〉 =
1

µ
h̊
(Nn−1)

∫

Nn−1

f dµ
h̊

denotes the average of a function f over Nn−1 with respect to the measure dµ
h̊
 associated with 
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h̊AB. Thanks to (4.4), there exists a function Φ : Nn−1 → R such that

D̊AD̊
A
Φ = ψ.

For ε > 0 small we will denote by ϕε ∈ C∞(R) a cut-off function satisfying

ϕε =

{

1, 0 < x < ε2,

0, x > ε,
 (4.5)

as well as
∫

∞

0

ϕ
′

ε
(x) xn−2

dx = 0, (4.6)

together with

|ϕε(x)| � C and |ϕ′

ε
(x)| �

C

x| ln x|
,

for some constant C independent of ε. See appendix C for existence of such functions.

We define a new metric ĝ using the formulae

T = λ− tr̊g(λ)̊g,

T̂xx = Txx
,

T̂xA = TxA −
1

2
(n − 1)ϕ′

ε
xn

D̊
AΦ,

T̂AB = TAB + ϕ′

ε
xn+1 ψ h̊AB +

(n − 1)2

4
x2n−2(ϕ′

ε
)2 |D̊Φ|2

h̊
h̊AB

− kϕε xn+2 ψ h̊AB −
1

n − 1
ϕε xn+2

D̊
C
D̊Cψ h̊AB

,

λ̂ = T̂ −
1

n − 1
tr̊g(T̂ )̊g,

ĝ = g̊ + λ̂.

It should be clear that ĝ ≡ g in the region {x � ε}.

In the region {0 < x < ε} let

Ξ(x) =

∫ x

0

ϕ
′

ε
(s) sn−2

ds ≡

∫ x

ε2

ϕ
′

ε
(s) sn−2

ds = O(xn−2)| ln ε|−1
, (4.7)

XA(xC) = −
1

2
(n − 1) D̊

AΦ(xC). (4.8)

Note that Ξ vanishes for x < ε2 by (4.5), as well as for x > ε by (4.6).

We identify the initial coordinates (x,xA) for g and the new coordinates (x,yA) for ĝ, as con-

structed in corollary 3.9, using

(x, xA) �→ (x, yA = xA)
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(thus, not (x, xA) �→ (x, yA(xB)); in other words, we first do the coordinate transformation 

(3.29), and then compare the metric ĝ at a point (x, yA = xA) with the metric g at a point (x,xA), 

keeping in mind remark 3.3). By corollary 3.9, applied to ĝ, with

Υ2(x) = O
( xn

| ln x|

)

(as defined in (3.34)), and (3.21) applied to g, we have for x < ε

R[ĝ]− R[g] = xn+1
∂x

[

x−1
∂x

(

x−n(T̂xx − Txx)
)

+ x−n−2h̊AB(T̂
AB − TAB)

+ 2x−n−1
D̊A(T̂

xA − TxA)
]

−
(n − 1)3

4
xn+1

∂x

[

xn−4(ϕ′

ε
)2 |D̊Φ|2

h̊

]

− k(n − 1)xn+1
∂x(x

−n(T̂xx − Txx))−
(n − 2)k

2
h̊AB(T̂

AB − TAB)

− nkxD̊A(T̂
xA − TxA) + D̊AD̊B(T̂

AB − TAB)

+ O
(

max(
xn+2

| ln x|
,

x2n−4

| ln x|2
)
)

= xn+1
∂x

[

(n − 1){x−1 ϕ′

ε
ψ

︸ ︷︷ ︸

(a)

+
(n − 1)2

4
xn−4(ϕ′

ε
)2 |D̊Φ|2

h̊
︸ ︷︷ ︸

(b)

− kϕε ψ
︸ ︷︷ ︸

(c)

−
1

n − 1
ϕε D̊AD̊

Aψ}
︸ ︷︷ ︸

(d)

−(n − 1)x−1ϕ′

ε
ψ

︸ ︷︷ ︸

(a)

]

−
(n − 1)3

4
xn+1

∂x

[

xn−4(ϕ′

ε
)2 |D̊Φ|2

h̊

]

︸ ︷︷ ︸

(b)

 (4.9)

−
k(n − 1)(n − 2)

2
xn+1

ϕ
′

ε
ψ

︸ ︷︷ ︸

(c)

+
kn(n − 1)

2
xn+1

ϕ
′

ε
ψ

︸ ︷︷ ︸

(c)

+ϕ
′

ε
xn+1

D̊AD̊
Aψ

︸ ︷︷ ︸

(d)

+O
(

max(xn+2
,

x2n−4

| ln x|2
)
)

= O
(

max(xn+2
,

x2n−4

| ln x|2
)
)

,

 

(4.10)

where the groups marked (a), (b), etc, add to zero, and where the constant in the big O term 

does not depend on ε.

Observe that the metric ĝ satisfies (3.5) and
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∑

0�l�2

(

|∇̊lλ̂|̊g + x−1|∇̊l
D̊ λ̂|̊g

)

� C(ε) xn
.

In particular, ĝ has a well-defined mass and its (standard) mass aspect function Θ̂, as reex-

pressed in (3.25) in terms of T̂ , reads

Θ̂ = Θ−
1

n
h̊AB(

(n+2)

T̂ AB−
(n+2)

T
AB)−

2

n
D̊A(

(n+1)

T̂ xA−
(n+1)

T
xA)−

2

n
(
(n+2)

T̂ xx−
(n+2)

T
xx)

= Θ+
(n − 1)

n

[

kψ +
1

n − 1
D̊AD̊

Aψ
]

= Θ+
1

n
D̊AD̊

Aψ +
k(n − 1)

n
ψ.

We now proceed to choose ψ. Consider first the case when Nn−1 is not the standard sphere. 

By a result of Lichnerowicz and of Obata [16, 17] (compare [14]), the first eigenvalue of the 

Laplacian is strictly larger than n  −  1. Therefore, there exists ψ such that

D̊A D̊
Aψ + k(n − 1)ψ = n(〈Θ〉 −Θ). (4.11)

(When k �= 0, ψ exists as D̊A D̊Aψ + k(n − 1) is injective. When k  =  0, ψ exists as the right-

hand side of (4.11) has zero average.) Furthermore, if k �= 0, we see by integrating both sides 

of (4.11) that 〈ψ〉 = 0, i.e. (4.4) is satisfied. If k  =  0, ψ is determined up to an additive con-

stant, which can be arranged so that (4.4) is satisfied. In any event, we obtain a solution of 

(4.11) which also satisfies (4.4). This leads to

Θ̂ = 〈Θ〉.

Consider next the case when Nn−1 is the standard sphere (in which case k  =  1). It is well 

known that n  −  1 is the first eigenvalue of the Laplacian. Let Θ0 = 〈Θ〉 and Θ1 be respectively 

the orthogonal projection of Θ onto the zeroth and first eigenspaces of the Laplacian. Then 

there exists a solution of

D̊A D̊
Aψ + k(n − 1)ψ = n(Θ0 +Θ1 −Θ). (4.12)

Integrating both sides of the above equation, we see that (4.4) is also satisfied. We thus obtain

Θ̂ = Θ0 +Θ1,

which concludes step 1.

Step 2. We proceed to deform ĝ to the desired metric.

Let ϕ̃ε(x) := ϕ̃( x−2ε

2ε
) where, the cut-off function ϕ̃ ∈ C∞(R) equals to one in (−∞, 0] and 

vanishes on [1,∞). One can, and it is convenient to, assume that

|ϕ̃′|2 � C ϕ̃.

From step 1, there exists some constant C1 independent of ε such that

R[ĝ]− R[g] � −C1 ϕ̃ε(x)
xn

| ln x|2
. (4.13)
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Here we have used that n � 4.

Consider

ǧ = ĝ +
1

n − 1
ξ(x) dx2 (4.14)

where, for some C∗  >  0 to be specified,

ξ(x) = −C∗ xn−2

∫ x

4ε

ϕ̃ε(s)

s | ln s|2
ds = C∗ xn−2

∫
∞

x

ϕ̃ε(s)

s | ln s|2
ds.

Note that, as ϕ is non-increasing and non-negative,

∣

∣

∣

∫ x

4ε

ϕ̃ε(s)

s | ln s|2
ds

∣

∣

∣
� ϕ̃ε(x)| ln(4ε)|

−1
for x < 4ε. (4.15)

Thus ξ(x) vanishes for x � 4ε, while for 0 < x < 4ε < 1/2 we have

0 � ξ(x) � Cxn−2ϕ̃ε(x)| ln ε|
−1 = O(xn−2| ln ε|−1) = O(xn−2| ln x|−1). (4.16)

The tensor Ť  corresponding to ǧ is

Ťxx = T̂xx
,

ŤxA = T̂xA
,

ŤAB = T̂AB −
1

n − 1
x4

(

1 −
k

4
x2
)−2

ξ(x) h̊AB
.

For x � 4ε, after inspecting the calculations of corollary 3.9 to determine R[ǧ]− R[ĝ], one 

finds

R[ǧ]− R[g] =R[ǧ]− R[ĝ] + R[ĝ]− R[g]

�− xn+1
∂x

{

x−(n−2)ξ(x)
}

−
k(n − 2)

2
x4ξ

︸ ︷︷ ︸

�−C2C∗ϕ̃ε(x) xn+2

| ln x|

− C2 ϕ̃ε(x)max(xn+2
,

x2n−4

| ln x|2
)

− C2(x
6 ω1(x) + x4ω2(x)

2)+R[ĝ]− R[g],

 (4.17)

where C2 is independent of ε and

ω�(x) =
∑

0�j��

x j |∂ j
xξ(x)|, � = 1, 2.

Using (4.15) and the fact that |ϕ̃′|2 � Cϕ̃, we can bound

x6 ω1(x) + x4ω2(x)
2
� C3 C∗(C∗ + 1)ϕ̃ε(x)

xn+4

| ln x|

for some C3 independent of ε. In view of (4.13) it should be clear that a constant C∗ can be 

chosen such that, for all sufficiently small ε, there holds
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R[ǧ]− R[g] �
C∗

2
ϕ̃ε(x)

xn

| ln x|2
,

which implies that

R[ǧ] � R[g].

It is also clear that R[ǧ] � R[g] + ϕ̃2ε(x)O( xn

| ln x|2
).

The metric ǧ is readily seen to be of the form (3.5), and so, by corollary 3.4, of the form 

form (2.13)–(2.15) after a suitable coordinate transformation at infinity. The mass aspect func-

tion ǧ is found to be

Θ̌ = Θ̂ +
C∗

n

∫ 4ε

0

ϕ̃ε(s)

s| ln s|2
ds

= Θ̂ + O(| ln ε|−1).

This concludes the proof. □ 

Remark 4.4. If the metric g in theorem 4.1 is Ck–conformally compactifiable, 3 � k � ∞, 

then the metrics gε constructed above are Cmin(k,n+1)–conformally compactifiable; in fact, 

Cn+1|k−(n+1)–conformally compactifiable for k  >  n  +  1. When n � 5, the proof can be slightly 

modified to obtain metrics gε which are Ck–conformally compactifiable.

Proof. After step 1 of the proof, the metric ĝ is Ck–conformally compactifiable. In step 2, 

note that ξ is a multiple of x
n−2

ln x
 near x  =  0, and so g appears to be Cmin(k,n)–conformally com-

pactifiable. However, we have

(gε)xx = gxx +
1

n − 1
ξ + xn−2ζ(xA)

where ζ is a smooth function on Nn−1. We can thus pass from the original coordinate system 

(x,xA) to new coordinates (y,yA) by setting yA = xA, while y is obtained by integrating

dy2 =

(

1 +
x2

n − 1
ξ(x)

)

dx2
.

In this coordinate system gε is Cmin(k,n+1)-conformally compactifiable.

When n � 5, one can modify the proof of theorem 4.1 to obtain a Ck–conformally compac-

tifiable metric by letting instead

ξ(x) = C∗ xn−2

∫

∞

x

ϕ̃ε(s) s ds.

This is because, in place of (4.13), we have in these dimensions the estimate 

R[ĝ]− R[g] � −C1 ϕ̃ε(x) xn+2. □ 
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5. Miscellaneous

In this section we point-out some miscellaneous results concerning the mass aspect function 

Θ. We start by noting that Θ can always be ‘pushed-up’ by an arbitrary amount.

Theorem 5.1. Under (2.13)–(2.15) and (4.1) and (4.2), let the space-dimension n be great-

er than or equal to three. Let Θ : Nn−1 → R be the mass aspect function of g and let

η : Nn−1
→ R

be a smooth non-negative function. There exists ε0 > 0 such that, for all 0 < ε < ε0 < x0/4 

there exists a metric gε, also of the form (2.13)–(2.15) (after possibly a coordinate transforma-

tion), such that

 1.  0 � R[gε]− R[g] = O(xn+2) ,

 2.  gε coincides with g for x > 4ε,
 3.  gε has mass aspect function Θ+ η + cε for some non-negative constant cε which tends to 

zero as ε → 0.

Proof. Let 0 � ϕ ∈ C∞(R) be a non-increasing cut-off function which equals 1 in (0, 1) 
and vanishes identically in (2,∞). Fix some small ε > 0, and let

ϕε(x) = ϕ(ε−1x).

Consider

ĝ = g +
n

n − 1
xn−2

ϕε(x) η(x
A) dx2

. (5.1)

For x � 2ε, we have ĝ ≡ g. By (A.14), we have for x � 2ε that

R[ĝ]− R[g] � −nxn+1
∂x

{

ϕε(x) η(x
A)
}

+ O(xn+2)

= −nxn+1 ϕ′

ε
(x)

︸ ︷︷ ︸

�0

η(xA) + O(xn+2)

� O(xn+2),

where the error term is larger than −C xn+2 for some C independent of ε.

The metric ĝ is of the form (3.5), and so of the form (2.13)–(2.15) after a suitable coordi-

nate transformation at infinity as in corollary 3.4. The mass aspect function Θ̂ of ĝ is related 

to the mass aspect function Θ by

Θ̂ = Θ + η.

We now follow step 2 in the proof of theorem 4.1 to deform ĝ (in the asymptotic region) to a 

metric ǧ such that ǧ ≡ g for x � 4ε, 0 � R[ǧ]− R[g] � O(xn+2), and the mass aspect function 

Θ̌ can be written in the form Θ̌ = Θ̂ + cε for some constant cε = O(ε2). □ 

Corollary 5.2. Under (2.13)–(2.15) and (4.1), (4.2), let the space-dimension n be greater 

than or equal to three. Assume that (Nn−1, h̊) is conformal to the standard sphere and let the 

energy–momentum (M, g) be (m0, m1, . . . , mn). Let (m̃0, m̃1, . . . , m̃n) be an energy–momen-
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tum covector which lies to the chronological future of (m0, m1, . . . , mn), i.e. m̃0 > m0  and 

(m̃0 − m0)
2 −

∑

i�1
(m̃i − mi)

2 > 0. There exists ε0 > 0 such that, for all 0 < ε < ε0 < x0/4 

there exists a metric gε, also of the form (2.13)–(2.15) (after possibly a coordinate transforma-

tion), such that

 1.  0 � R[gε]− R[g] = O(xn+2) ,

 2.  gε coincides with g for x > 4ε,
 3.  gε has an energy–momentum covector (mε

0, mε

1, . . . , mε

n) such that mε

µ
→ m̃µ as ε → 0.

Remark 5.3. In particular, if (mµ) is timelike past-pointing, the above produces metrics gε 

with (mε

µ
) as close to zero as desired.

Proof. We view Nn−1
≈ S

n−1 as being standardly embedded in Rn so that the first ei-

genfunctions of the Laplacian on Sn−1 are the coordinate functions xi ≡ xi of Rn. Fix some 

non-negative smooth function η : Sn−1
→ [0,∞) for the moment, and let ǧ be the metric 

obtained in the proof of theorem 5.1. We proceed to compute the energy–momentum covector 

(m̌0, m̌1, . . . , m̌n) of ǧ. We have

m̌0 = m0 + cn

∫

Sn−1

η dµ
h̊
+ O(ε2),

m̌i = mi + cn

∫

Sn−1

η xi dµ
h̊
+ O(ε2), i = 1, . . . , n.

Thus, to conclude the argument, it suffices to show that η can be chosen such that
∫

Sn−1

η dµ
h̊
=

1

cn

(m̃0 − m0) =: v0,

∫

Sn−1

η xidµh̊
=

1

cn

(m̃i − mi) =: vi, i = 2, . . . , n.

To this end, we may assume without loss of generality (after a suitable rotation of coordi-

nate axes of Rn) that v1 � 0 and v2 = . . . = vn = 0. Note that by assumption, the covector 

(v0, v1, . . . , vn) is timelike and so v0 > v1 � 0. Select a function a ∈ C∞

c (v1 v
−1

0
, 1) such that 

a � 0 and a �= 0. Then η can be chosen as

η = α+ β a(x1)

where

α =
(

µ
h̊
(Sn−1)

∫

Sn−1

a(x1) x1
dµ

h̊

)−1{

v0

∫

Sn−1

a(x1) x1
dµ

h̊
− v1

∫

Sn−1

a(x1) dµ
h̊

}

,

β =
( ∫

Sn−1

a(x1) x1
dµ

h̊

)−1

v1.

Clearly β � 0 and, thanks to the requirement that the support of a is contained in (v1 v
−1

0
, 1), 

α � 0. The conclusion is readily seen. □ 
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6. Applications

Let (Mn,g) be an asymptotically locally hyperbolic (ALH) manifold as defined above. We 

assume that x−1(R[g]  +  n(n  −  1)) is in L1 and that the decay hypotheses needed for the defor-

mation results above hold. We consider the case where M is complete with compact boundary 

satisfying H < (n − 1), where the mean extrinsic curvature H is calculated with respect to the 

inner pointing normal. The models we have in mind in theorem 1.1 are the higher dimensional 

black holes discussed, in, e.g. Birmingham’s paper [4], in the cases k  =  0 and k  =  1. More 

specifically, we are interested in the cases where Nn−1 is a torus or a (nontrivial) quotient of 

a sphere.

Proof of the torus case of theorem 1.1. Suppose m  <  0. Hence, deforming the metric 

slightly near the conformal boundary if necessary, we may assume by theorem 4.1 that the 

mass aspect function is negative.

We claim that, for r large enough (i.e. x sufficiently close to 0), r  =  r1, say, the level surface 

N1 = {r1} × N  has mean curvature H1  >  n  −  1 calculated with respect to the normal ν point-

ing towards conformal infinity. To this end, we recall (2.13)–(2.15) (note that k  =  0):

g = x−2
(

dx2 + h̊ + xnµ
)

+ o(xn−2)dxi
dx j

.

The one-form dual to the normal ν to {r  =  r1} is

−
1

g(dx, dx)1/2
dx = −

1 + o(xn)

x
dx.

Thus,

H1 = gAB ∇AνB

= x(1 + o(xn))(h̊AB − xn h̊ACh̊BDµCD + o(xn))Γ1
AB

=
1

2
x3(h̊AB − xn h̊ACh̊BDµCD + o(xn))(−∂xgAB + o(xn−2))

=
1

2
(h̊AB − xn h̊ACh̊BDµCD + o(xn))(2h̊AB − (n − 2)xnµAB + o(xn))

= (n − 1)−
1

2
n xn

tr̊
h
µ+ o(xn).

As the mass aspect function tr̊
h
µ is negative, the claim follows.

For this proof we find it convenient to use standard existence results for marginally outer 

trapped surfaces (MOTSs); see [3] and references therein. To this end, we introduce a second 

fundamental form: K  =  −g, and consider the initial data set (M, g, K). Observe that the scalar 

curvature condition implies that the dominant energy condition, µ � |J|, holds.

Now consider the compact body W = [r0, r1]× N , with boundary 

N0 ∪ N1. For the null expansion θ0  of N0, with respect to the normal pointing into W, we 

have θ0 = H0 + trN0
K < (n − 1)− (n − 1) = 0. For the null expansion θ1 of N1, with respect 

to the normal pointing out of W, we have θ1 = H1 + trN1
K > (n − 1)− (n − 1) = 0. Under 

these barrier conditions there exists an ‘outermost’ MOTS Σ in the interior of W; that is, Σ 

encloses N0, and there is no MOTS, or, more generally, weakly outer trapped surface (θ � 0), 

enclosing Σ (see [3, theorem 4.6] and [11, theorem 5.1]).
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In general, Σ may have several components. Using the product structure of W, we ob-

tain a projection map P : W → N0, such that P ◦ j = id, where j : N0 → M̂ is inclu-

sion. The map f = P ◦ i : Σ → N0, where i : Σ → M̂  is inclusion, induces a map on ho-

mology f∗ : Hn−1(Σ) → Hn−1(N0). Using that Σ is homologous to N0, we compute, 

f∗[Σ] = P∗(i∗[Σ]) = P∗( j∗[N0]) = id∗[N0] = N0 �= 0. It follows that there is a component Σ′ 

of Σ, for which there is a nonzero degree map from Σ′ to N0. Hence, by a result of Schoen and 

Yau [18, corollary 2], Σ′ does not carry a metric of positive scalar curvature. It then follows 

from theorem 3.1 in [12] that an outer neighborhood of Σ′ is foliated by MOTSs. But this 

contradicts Σ being outermost. □ 

We pass now to:

Proof of the sphere case of theorem 1.1. Here we apply more directly results and 

arguments from [2]. Suppose m  <  0. Hence, again by theorem 4.1 we may assume that the 

mass aspect function of (M, g) is negative. By remark 4.4 and proposition 3.5, we may also 

assume that the terms o(xn−2)dxidx j in (2.13) are actually o(xn−2)dxAdxB, as assumed in [2]. 

Pass to the Riemannian universal cover (M′, g′). We have M′ = [r0,∞)× N′, where (N′, h̊′) is 

a round sphere covering (N, h̊), and N′

0 = {r0} × N′ has mean curvature H  <  n  −  1. Moreo-

ver, the mass aspect function will be negative in (M′, g′). Then by [2, theorem 3.2], g′ can be 

deformed to a metric g′′ on M′ such that:

 1.  R(g′′) � −n(n − 1), and for some numbers r1 < r2,

 2.  g′′ = g′ (up to homothety) inside r  =  r1,

 3.  g′′ = hyperbolic metric outside r  =  r2.

Now using the ‘translational isometries’ of the half space model for hyperbolic space, we 

obtain the identifcation space (M̂, ĝ), which, outside a compact set K, is given by (see [2, sec-

tion 2.3]),

M̂ = R× T , ĝ = dt2 + e2th, (6.1)

where (T , h) is a flat torus. Thus, (M̂, ĝ) is just a standard hyperbolic cusp outside the compact 

set K, with scalar curvature S[ĝ] � −n(n + 1) everywhere, and with a spherical boundary Σ0, 

say, contained in K, having mean curvature H  <  n  −  1.

Fix a large number b  >  0, so that K lies in the region  −b  <  t  <  b. Let W be the region of M̂ 

bounded between the toroidal slices Σ1 = {−b} × T  and Σ2 = {b} × T ; thus W is compact 

with boundary components Σi , i = 0, 1, 2.

Now consider the ‘brane action’ B : For any compact hypersurface Σ in W homologous to 

Σ2 (equivalently, homologous to Σ0 ∪ Σ1),

B(Σ) = A(Σ)− (n − 1)V(Σ) , (6.2)

where A(Σ) = area of Σ and V(Σ) = the volume of the region bounded by Σ and Σ0 ∪ Σ1. 

We now minimize B  among all such hypersurfaces, as in [2]. The difference here is the pres-

ence of the boundary component Σ0. However, it has mean curvature < (n − 1) with respect 

to the normal pointing into W, and, as such, forms an appropriate barrier for the minimization 

process. As described in [2], using standard regularity results from geometric measure theory, 

we obtain a smooth compact embedded minimizer S for the brane action, homologous to Σ2. 

From the discussion in [2, section 2.3], the minimizer can be constructed so as to lie in the 
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region  −b  <  t  <  b, and hence is contained in the interior of W.

Using the ‘almost product’ structure of W, there exists a retract of W onto Σ2. Arguing as 

in the torus case (see also [2, section 2.3]), one finds that there is a nonzero degree map from 

some component S′ of S to the torus Σ2. It follows from the result of Schoen and Yau [18] al-

luded to above that S′ cannot carry a metric of positive scalar curvature. Then, since S′ must 

minimize the brane action in its homology class, theorem 2.3 in [2] gives that a neighborhood 

U of S′ splits as a warped product,

U = (−u1, u2)× S′ ĝ|U = du2 + e2uh, (6.3)

where the induced metric h on S′ is flat. But since S′ in fact globally minimizes the brane 

action in its homology class, this local warped product structure can be extended to larger u-

intervals. Extend the warped product to larger values of u2 (keeping u1 fixed for the moment). 

Using the fact that S is separating, eventually S′

2 = {u2} × S′ will meet Σ2 or another comp-

onent of S (without meeting Σ0). However, since S′

2 ∪ (S \ S′) minimizes the brane action, 

the latter cannot occur: Where they touch, one could remove small disks of radius δ, which 

contribute a term of order O(δ2) to the brane action, and insert a cylinder, which contributes a 

term of order O(δ3) to the brane action, so as to decrease the brane action, thereby contradict-

ing the minimality of B(S)7. Hence, S′

2 meets Σ2, and by the maximum principle, they agree. 

This implies that S′ is homologous to Σ2, and hence homologous to Σ0 ∪ Σ1.

Now continue the warped product (6.3) to more negative u1-values, until at some such 

value, S′

1 = {−u1} × S′ meets Σ0. (If the warped product reached Σ1 without touching Σ0, 

then S′ would be homologous to Σ1, contradicting that it is homologous to Σ0 ∪ Σ1.) But, by a 

basic mean curvature comparison result, this one-sided tangential intersection is incompatible 

with the fact that Σ0 has mean curvature smaller than (n − 1) and S′

1 has mean cuvature equal 

to (n − 1) with respect to its ‘inward’ normal. Hence, we arrive at a contradiction. □ 

Remark 6.1. It is interesting to consider the torus case of theorem 1.1 in the context of the 

Horowitz–Myers AdS soliton [13]. The AdS soliton is a globally static spacetime satisfying 

the vacuum Einstein equations with negative cosmological constant, which has negative mass. 

Each time slice has topology R2 × Tn−2. Removing an open radial disk from the R2 factor, 

one obtains an ALH manifold M = [r,∞)× Tn−1, which, under appropriate scalings, satis-

fies all the assumptions of the torus case of theorem 1.1 (in dimensions 4 � n � 7), except 

for the mean curvature condition. The mean curvature H(r) of the boundary Nr = {r} × Tn−1 

is always greater than n  −  1, but comes arbitrarily close to this value as r becomes arbitrarily 

large. In this sense, one sees that theorem 1.1, in the torus case, is essentially sharp.

It is perhaps worth noting that the torus case generalizes to the case of a compact flat (i.e. 

curvature zero) conformal infinity, provided the product assumption in theorem 1.1 extends 

to the conformal completion. This follows from a covering space argument using the fact that 

any compact flat manifold is finitely covered by a flat torus.
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Appendix A. Variations of the metric and scalar curvature

In this appendix we estimate in detail the error terms arising in our argument. For this, con-

sider a metric of the form

ĝ = g + q = g̊ + λ+ q,

where λ and q are thought of as being small compared to ̊g, in the sense that

|λ|̊g + |∇̊λ|̊g + |∇̊∇̊λ|̊g + |q|̊g + |∇̊q|̊g + |∇̊∇̊q|̊g � δ,

where the error terms are understood in ̊g-norm. Here the metric ̊g is considered to be general, 

not necessarily given by (2.16).

Given a metric g1 and a small symmetric tensor λ1 we will use the following formulae

R[g1 + λ1] = R[g1] + (D̊g1
R[g1])λ1 + O(|λ1|

2
g1
) + O(|∇g1

λ1|
2
g1
)

+ O(|λ1|g1
|∇g1

∇g1
λ1|g1

),
 (A.1)

Ric[g1 + λ1] = Ric[g1] + (D̊g1
Ric[g1])λ1 + O(|λ1|g1

|∇g1
λ1|g1

)

+ O(|∇g1
λ1|

2
g1
) + O(|λ1|g1

|∇g1
∇g1

λ1|g1
),

 (A.2)

D̊g1
R[g1]λ1 = −∇g1 k

∇g1

k
trg1

λ1 +∇g1

k∇g1

lλ1kl − Ric[g1]
klλ1kl (A.3)

(D̊g1
Ric[g1]λ1)ij = ∇g1

k∇g1 (i
λ1j)k −

1

2
∇g1 k

∇g1

kλ1ij

−
1

2
∇g1 i

∇g1 j
trg1

λ1.

 (A.4)

Moreover, the inverse metric ginv satisfies

ginv − g̊inv = O(|λ|̊g), Γk
ij − Γ̊k

ij = O(|∇̊λ|̊g).

That yields

R[g + q] = R[g]− ∆̊tr̊gq + ∇̊k∇̊lqkl − g̊ikg̊ jlRij [̊g + λ]qkl

+ O(|q|2g̊) + O(|∇̊q|2g̊) + O(|q|̊g|∇̊∇̊q|̊g)

+ O(|q|̊g|∇̊λ|̊g) + O(|∇̊q|̊g|∇̊λ|̊g) + O(|q|̊g|∇̊∇̊λ|̊g)

+ O(|λ|̊g|q|̊g) + O(|λ|̊g|∇̊q|̊g) + O(|λ|̊g|∇̊∇̊q|̊g)

 (A.5)

= R[g] + D̊ g̊R[̊g]q

+ O(|q|2g̊) + O(|∇̊q|2g̊) + O(|q|̊g|∇̊∇̊q|̊g)

+ O(|q|̊g|∇̊λ|̊g) + O(|∇̊q|̊g|∇̊λ|̊g) + O(|q|̊g|∇̊∇̊λ|̊g)

+ O(|λ|̊g|q|̊g) + O(|λ|̊g|∇̊q|̊g) + O(|λ|̊g|∇̊∇̊q|̊g).

 (A.6)
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Next, using

Ĉk
ij := Γ̂k

ij − Γk
ij = ∇(iqj)

k −
1

2
∇kqij − qkl∇(iqj)l +

1

2
qkl∇lqij + O(|q|2g) + l.o.t.,

we can write

R[g + q] = ĝij(Rij[g] +∇kĈk
ij −∇iĈ

k
kj + Ĉk

ijĈ
l
kl − Ĉk

ilĈ
l
jk) (A.7)

= R[g]− gikg jlqklRij[g] + gij∇kĈk
ij − gij∇iĈ

k
kj

− gimg jnqmn∇kĈk
ij + gimg jnqmn∇iĈ

k
kj

+ O(|q|2g) + O(|∇q|2g) + O(|q|2g|∇∇q|g)

 (A.8)

= R[g]− gikg jlqklRij[g] + gikg jl∇i∇jqkl −∆trgq

− 2gimg jngklqmn∇i∇kqjl + gikg jlqij∇k∇ltrgq + gikg jlqij∆qkl

+ O(|q|2g) + O(|∇q|2g) + O(|q|2g|∇∇q|g)

 (A.9)

= R[g]− qijRij [̊g] + gikg jl∇̊k∇̊lqij − gklgmn∇̊m∇̊nqkl

+ gikg jlgmn(qij∇̊k∇̊lqmn + qij∇̊m∇̊nqkl − 2qkl∇̊i∇̊mqjn)

+ O(|q|2g̊) + O(|∇q|2g̊) + O(|q|2g̊|∇̊∇̊q|̊g) + O(|q|̊g|∇̊λ|̊g)

+ O(|∇̊q|̊g|∇̊λ|̊g) + O(|q|̊g|∇̊∇̊λ|̊g) + O(|λ|̊g|q|̊g),

 (A.10)

where the indices on qij have been raised with the metric ̊g.

We need a more detailed version of the above in the case qxA = qAB = λxx = λxA = 0, and 

when the metric ̊g satisfies (2.16). We start by noting that

R[̊g]ij = −(n − 1)̊gij, R[̊g] = −n(n − 1). (A.11)

For the Christoffel symbols of ̊g we find

Γ̊C
AB = Γ[h̊]CAB, Γ̊x

AB = x−1
(

1 −
k2

16
x4
)

h̊AB, Γ̊x
xA = 0, (A.12)

Γ̊x
xx = −x−1

, Γ̊C
xA = −x−1

1 + k
4
x2

1 − k
4
x2
δC

A , Γ̊C
xx = 0. (A.13)

As such, it holds that

gikg jl∇̊k∇̊lqij − gklgmn∇̊m∇̊nqkl

+ gikg jlgmnqij∇̊k∇̊lqmn + gikg jlqijg
mn∇̊m∇̊nqkl − 2gklqij∇̊i∇̊kqjl

= −(n − 1)x2(x∂x − n + 3)qxx + O(x4)qxx + O(x5)∂xqxx

− x4
D̊AD̊

Aqxx + O(x6)D̊AD̊
Aqxx + 2x6qxxD̊AD̊

Aqxx + O(x8)qxxD̊AD̊
Aqxx

+ x2(1 − 2x2qxx)(λ
AB + O(|λ|2g̊))D̊AD̊Bqxx

+ O(|q|2g̊) + O(|q|̊g|∇q|̊g) + O(|λ|̊g|q|̊g) + O(|∇̊λ|̊g|q|̊g),

where D̊  denotes the covariant derivative associated to the Riemannian metric h̊, and where 

D̊A = h̊ABD̊B. Using the formula (A.2) for Rij [̊g] we obtain
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R[g + q] = R[g]− (n − 1)x2(x∂x − n + 2)qxx + O(x4)qxx + O(x5)∂xqxx

− x4
D̊AD̊

Aqxx + O(x6)D̊AD̊
Aqxx + 2x6qxxD̊AD̊

Aqxx

+ x2(1 − 2x2qxx)(λ
AB + O(|λ|2g̊))D̊AD̊Bqxx + O(x8)qxxD̊AD̊

Aqxx

+ O(|q|2g̊) + O(|∇q|2g̊) + O(|q|2g̊|∇̊∇̊q|̊g)

+ O(|q|̊g|λ|̊g) + O(|∇̊q|̊g|∇̊λ|̊g) + O(|q|̊g|∇̊∇̊λ|̊g).
 (A.14)

We also need to compare R[̊g + q] with R[̊g]. Equation (A.10) with λ = 0 yields

R[g] = R[̊g] + ∇̊k∇̊lq
kl − ∆̊trq − qijRij [̊g]

+ O(|q|2g̊) + O(|∇̊q|2g̊) + O(|q|̊g|∇̊∇̊q|̊g).
 (A.15)

Again, all indices raised and lowered with g̊. In the calculations that follow, the following 

formulae are useful:

∇̊i∇̊jq
ij =

1√
det g̊

∂i(
√

det g̊ ∇̊jq
ij)

=
1√
det g̊

∂i

(

∂j(
√

det g̊ qij) +
√

det g̊ Γ̊i
kjq

kj
)

,

 (A.16)

∆g̊tr̊gq =
1

√

det g̊
∂i

(
√

det g̊ g̊ij
∂j(tr̊gq)

)

. (A.17)

Assume again that (2.16) and thus (A.11)–(A.13) hold. An application of (A.15) then gives

R[̊g + q] = R[̊g]−
(

(x∂x)
2 − (n − 1)

)

tr̊gq + nx
1 + k

4
x2

1 − k
4
x2
∂x(tr̊gq)

− (n − 3)
(1 + k

4
x2

1 − k
4
x2

)2

tr̊gq − 2
1 + k2

16
x4

(1 − k
4
x2)2

tr̊gq −
x2

(1 − k
4
x2)2

D̊
A
D̊A(tr̊gq)

+ x2(x2
∂

2
xx + 5x∂x + 4)qxx −

x2

(1 − k
4
x2)2

(

(2n − 1)x(1 −
k2

16
x4)∂xqxx

+ 2(n − 1)(1 −
3

16
k2x4)qxx − n(n − 3)(1 +

k

4
x2)2qxx −

k2

4
x4qxx

)

+
2x3

(1 − k
4
x2)2

(x∂x + 1)(D̊AqxA)− 2(n − 2)x3
1 + k

4
x2

(1 − k
4
x2)3

D̊
AqxA

+
x4

(1 − k
4
x2)4

D̊
A
D̊

BqAB + O(|q|2g̊) + O(|∇̊q|2g̊) + O(|q|̊g|∇̊∇̊q|̊g).

 (A.18)

Making explicit the dominant terms only, this becomes
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R[̊g + q] = R[̊g] + x2
(

(1 − n)x∂x + (n − 1)(n − 2)− x2
D̊

A
D̊A

)

qxx

−
(

(x∂x)
2 − nx∂x + x2

D̊
A
D̊A

)

(x2
tr̊

h
q)

+ 2x3(x∂x + 3 − n)D̊AqxA + x4
D̊

A
D̊

BqAB

+ O(x4)qxx + O(x5)∂xqxx + O(x6)D̊A
D̊Aqxx + O(x4)tr̊

h
q

+ O(x5)∂xtr̊
h
q + O(x6)∂2

xxtr̊
h
q + O(x6)D̊A

D̊Atr̊
h
q

+ O(x5)D̊AqxA + O(x6)∂x(D̊
AqxA) + O(x6)D̊A

D̊
BqAB

+ O(|q|2g̊) + O(|∇̊q|2g̊) + O(|q|̊g|∇̊∇̊q|̊g).

 (A.19)

Appendix B. Proof of lemma 3.6

In the new coordinate system (x̄, xA), we will use λ̄ to denote the difference between g and the 

new reference metric

˚̄g = x̄−2
[

dx̄2 +
(

1 −
k

4
x̄2
)2

h̊
]

.

We will accordingly use a bar to refer to the metric components of λ̄, its Newton tensor etc. 

For example, we have λ̄ = λ̄xx dx̄2 + λ̄xA dx̄dxA + λ̄AB dxAdxB.

We compute

x−2
(

1 −
k

4
x2
)2

= x̄−2
(

1 −
k

4
x̄2
)2

+ 2x̄n−4 ψ + O(x̄min(n,2n−6)),

dx = [1 − (n − 1)x̄n−2ψ + O(x̄2n−4)]dx̄

− [x̄n−1
D̊Aψ + O(x̄2n−3)] dxA

.

This implies that

x−2
dx2 = x̄−2

dx̄2 − [2(n − 2)x̄n−4 ψ + O(x̄2n−6)] dx̄2

− 2[x̄n−3
D̊Aψ + O(x̄2n−5)]dx̄ dxA + O(x̄2n−4)dxA

dxB
,

and

x−2
(

1 −
k

4
x2
)2

h̊AB(x
C) dxA

dxB = x̄−2
(

1 −
k

4
x̄2
)2

h̊AB dxA
dxB

+ 2[x̄n−4ψ + O(x̄min(n,2n−6))] h̊AB dxA
dxB

.

It follows that,

λ̄ = [λxx(x̄, xC)− 2(n − 2)x̄n−4ψ(xC) + O(x̄2n−6)] dx̄2

+ 2[λxA(x̄, xC)− x̄n−3
D̊Aψ(x

C) + O(x̄2n−5)] dx̄dxA

+ [λAB(x̄, xC) + 2x̄n−4ψ(xC) h̊AB(x
C) + O(x̄min(n,2n−6))] dxA

dxB
.

We now proceed to compute the tensor T. We note that

x̄2
(

1 −
k

4
x̄2
)−2

= x2
(

1 −
k

4
x2
)−2

+ 2x̄n ψ + O(x̄min(2n−2,n+2)).
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This leads to, in view of (3.26),

tr̊ḡ(λ̄) = x̄2 λ̄xx + x̄2
(

1 −
k

4
x̄2
)−2

h̊AB λ̄AB

= x̄2 λxx + x̄2
(

1 −
k

4
x̄2
)−2

h̊AB λAB

− 2(n − 2)x̄n−2 ψ + 2(n − 1)x̄n−2
(

1 −
k

4
x̄2
)−2

ψ + O(x̄min(n+2,2n−4))

= tr̊g(λ) + 2x̄n−2 ψ + k(n − 1)x̄n ψ + O(x̄min(n+2,2n−4)),

T̄xx = x̄4 λ̄xx − tr̊ḡ(λ̄) x̄2

= Txx − 2(n − 1)x̄n ψ − k(n − 1)x̄n+2 ψ + O(x̄min(n+4,2n−2)),

T̄xA = x̄4
(

1 −
k

4
x̄2
)−2

h̊ABλ̄xB

= x̄4
(

1 −
k

4
x̄2
)−2 (

h̊ABλxB − x̄n−3
D̊

Aψ
)

+ O(x̄2n−1)

=
[

x4
(

1 −
k

4
x2
)−2

+ O(x̄n+2)
]

h̊AB λxB − x̄n+1
D̊

Aψ + O(x̄2n−1) + O(x̄n+3)

= TxA − x̄n+1
D̊

Aψ + O(x̄min (n+3,2n−1)),

λ̄AB = x̄4
(

1 −
k

4
x̄2
)−4

h̊AC h̊BDλ̄CD

= x̄4
(

1 −
k

4
x̄2
)−4

h̊AC h̊BDλCD + 2x̄n
(

1 −
k

4
x̄2
)−4

ψ h̊AB + O(x̄min(n+4,2n−2))

= λAB + 2x̄n ψ h̊AB + 2k x̄n+2 ψ h̊AB + O(x̄min(n+4,2n−2)),

T̄AB = λ̄AB − x̄2
(

1 −
k

4
x̄2
)−2

tr̊ḡ(λ̄) h̊AB

= λ̄AB − x̄2
(

1 −
k

4
x̄2
)−2

tr̊g(λ) h̊AB − 2x̄nψ h̊AB − kn x̄n+2 ψ h̊AB + O(xmin(n+4,2n−2))

= TAB − k(n − 2)x̄n+2 ψ h̊AB + O(x̄min(n+4,2n−2)).

This completes the proof.

Appendix C. A convenient cut-off function

In this appendix, we construct, for small ε > 0, a cut-off function ϕε ∈ C∞(R) such that 

ϕε ≡ 1 in (−∞, ε2), ϕε ≡ 0 in (ε,∞), and

|ϕε(x)| � C and |ϕ′

ε
(x)| �

C

x| ln x|

for some constant C independent of ε, together with

0 =

∫

∞

0

(n − 2)ϕε(x) xn−3
dx = −

∫

∞

0

ϕ
′

ε
(x) xn−2

dx. (C.1)

Let χ, ζ ∈ C∞(R) such that χ ≡ 1 − ζ ≡ 1 in (−∞, 0), χ ≡ ζ ≡ 0 in (1,∞), ζ � 0 in 

(0, 1), ζ = 1 in (1/2, 3/4) and χ ≡ ζ  in (1/2,∞). See figure C1.

For small ε > 0, define
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ϕε(x) = χ
(

2 +
ln x

| ln ε|

)

− aε ζ
(

2 +
ln x

| ln ε|

)

,

where aε is a constant which is chosen so that (C.1) holds, i.e. aε = bε c−1
ε

 where

bε =

∫

ε

0

χ
(

2 +
ln x

| ln ε|

)

xn−3
dx,

cε =

∫

ε

0

ζ
(

2 +
ln x

| ln ε|

)

xn−3
dx.

By construction we have

ϕε =

{

1, 0 < x < ε2;

0, x > ε.
 (C.2)

Note that

∣

∣

∣

∫

ε
3/2

0

χ
(

2 +
ln x

| ln ε|

)

xn−3
dx

∣

∣

∣
�

1

n − 2
sup
R

|χ| ε
3

2
(n−2) (C.3)

∣

∣

∣

∫

ε
3/2

0

ζ
(

2 +
ln x

| ln ε|

)

xn−3
dx

∣

∣

∣
�

1

n − 2
sup
R

|ζ| ε
3

2
(n−2)

, (C.4)

and
∫

ε

ε3/2

χ
(

2 +
ln x

| ln ε|

)

xn−3
dx =

∫

ε

ε3/2

ζ
(

2 +
ln x

| ln ε|

)

xn−3
dx

�

∫

ε
5/4

ε3/2

xn−3
dx =

1

n − 2
(ε

5

4
(n−2) − ε

3

2
(n−2)).

The above implies that

lim
ε→0

aε = lim
ε→0

bε

cε
= 1. (C.5)

It is readily seen that ϕε satisfies all the needed requirements.

s1
1

2

3

4

1
χ

ζ

Figure C1. The functions χ and ζ.
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