
MTH 210-E: Introduction to Linear Algebra, Spring 2022 Vector operation rules

Vector operation rules

Let u, v, w be any vectors. The cases you can have in mind are any vectors in n-dimensional
Euclidean space Rn. We write 0 for the zero vector. We have the following rules:

u ` v “ v ` u

pu ` vq ` w “ u ` pv ` wq

u ` 0 “ 0 ` u “ u

u ` p´uq “ p´uq ` u “ 0

Now let c, d, e be any scalars (real numbers). We have the following rules:

cpu ` vq “ cu ` cv

pc ` dqu “ cu ` du

cpduq “ pcdqu “ dpcuq

1u “ u

0u “ 0

Note in the relation 0u “ 0 the left hand side has the scalar 0 appearing, multiplying some
vector u, but on the right side of the equation is the zero vector 0 (in bold).

The operations of addition and scalar multiplication on vectors in Rn are defined as follows.
Let u “ pu1, . . . , unq and v “ pv1, . . . , vnq. Let c be a scalar, i.e. a real number. Then

u ` v “ pu1 ` v1, . . . , un ` vnq

cu “ pcu1, . . . , cunq

Given these definitions you can directly verify all of the above rules.

Now suppose on our space of vectors we also have a dot product . This is an operation that
takes two vectors u and v and produces a scalar. The rules for ¨ are:

u ¨ u ě 0, and u ¨ u “ 0 if and only if u “ 0

u ¨ v “ v ¨ u

pcuq ¨ v “ u ¨ pcvq “ cpu ¨ vq

u ¨ pcv ` dwq “ cpu ¨ vq ` dpu ¨ wq

The dot product in Rn is as follows. Let u “ pu1, . . . , unq and v “ pv1, . . . , vnq. Then:

u ¨ v “ u1v1 ` u2v2 `⋯` unvn

Given this definition you can directly verify all of the above rules.
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