
MTH 787: Topics in Algebra Spring 2018
Lie Theory Drew Armstrong

Warning: Since I am learning the material as I go there will be some inevitable lies and
mistakes. Hopefully I can come back and polish them later. As always, I received help from
generous people on Math StackExchange and Google Plus, especially John B and Allen K.
The students in the class1 have also been helpful.
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Local Classification

Certain problems in mathematics can be completely solved, and this solution becomes a lan-
guage on which new math is built.

Example. The following problems are completely solved:

• Classify real compact manifolds that are also groups.

• Classify complex affine varieties that are also groups.

These two problems have essentially the same solution, which can described in terms of “root
systems.”

Definition. Let V “ pRn, p´,´qq be a Euclidean space. A root system is a finite set of vectors
Φ Ď V satisfying the following four axioms.

(R1) The “roots” are a spanning set:
RΦ “ V.

1August Hozie, Alex Lazar, Eric Ling, James McKeown, Michael Weiss
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(R2) Each root occurs with its negative, and no other multiples:

@α P Φ,ΦX Rα “ t˘αu.

(R3) For all α P V , let tα : V Ñ V be the orthogonal reflection in the hyperplane αK. That
is, for all β P V we define

tαpβq “ β ´ 2
pα, βq

pα, αq
α.

Given this defintion, a root system must be closed under reflections:

@α, β P Φ, tαpβq P Φ.

(R4) Furthermore, there is a discreteness (“crystallographic”) condition:

@α, β P Φ, 2
pα, βq

pα, αq
P Z.

///

Example. Up to scaling and rotation, there are only four root systems in the plane:

Definition. We say that the root system pΦ, V q is reducible if there exists a non-trivial
partition Φ “ Φ1 \ Φ2 such that pα, βq “ 0 for all α P Φ1 and β P Φ2. In this case we will
write

pΦ, V q “ pΦ1, V1q ˆ pΦ2, V2q,
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where V1 “ RΦ1 and V2 “ RΦ2. For example, see the root system A1 ˆA1 above. ///

The definition of a root systems is not obvious. There are two motivations:

• Many structures in mathematics are surprisingly equivalent to root systems.

• Root systems have a complete classification.

This classification of irreducible roots systems is described by Dynkin diagrams:

I’ll prove this classification later. For now let me just mention that it explains the accidental
coincidence between types B2 and C2:

Root systems were invented around 1890 by Wilhelm Killing and Élie Cartan. They succeeded
where Sophus Lie had failed to classify the simplest kinds of complex manifolds that are
also groups. Types A,B,C,D correspond to obvious kinds of matrix groups. Types E,F,G
were discovered by accident as a by-product of the classification. They are related to lots of
exceptional structures like the “Monster group” and are still not completely understood.

Here are the classifications of simple compact real manifold groups and simple complex2 affine

2This combination of “simple” and “complex” is just one of the notational joys of the subject.
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variety groups:
type simple compact real simple complex affine

An PSUpn` 1q PSLn`1pCq

Bn SOp2n` 1q SOn`1pCq

Cn PSppnq PSpnpCq

Dn PSOp2nq PSO2npCq

Remarks.

• Types A,B,C,D are called the classical types. Hermann Weyl wrote a famous book
about them.

• The classical types A,B,C,D exist because of the associative real division algebras R
(real numbers), C (complex numbers), H (quaternions). The exceptional types E,F,G
exist because of the non-associative real division algebra O (octonions).

• Yes, the unitary group Upnq is defined in terms of the complex numbers. However, in the
classification above we think of it as a real manifold instead of a complex manifold.

Global Classification

Actually, the table above is only a local classification. On top of this there is a finite amount
of global/topological information that we can add.

Definition. Let Φ Ď V – Rn be a root system. The “crystallographic” condition 2pα, βq{pα, αq P
Z guarantees that the integer span of Φ is a discrete subgroup, called the root lattice:

Λ :“ ZΦ Ď V.

Since RΦ “ V – Rn we see that Λ – Zn. The root lattice is contained in the larger weight
lattice:

Ω :“ tω P V : pω, αq “ 0 for all α P Φu,

which is also isomorphic to Zn, therefore the quotient Ω{Λ is a finite abelian group. ///

I claim that this finite abelian group controls of the topology of real compact groups.

Theorem (Galois Correspondence). Given a root system Φ, there is a unique real compact
simple group G (called the adjoint form), with fundamental group

π1pGq – Ω{Λ.
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There is also a unique simply connected real compact group G̃, which is the universal cover of
G. The simply connected form G̃ is not simple, but all of its normal subgroups are contained
in the center

ZpG̃q – Ω{Λ,

and we have G “ G̃{ZpG̃q. Furthermore, the identification

Γ Ď Ω{Λ ÐÑ G̃{Γ

gives us a bijection

t subgroups of Ω{Λ u ÐÑ

!

compact groups locally isomorphic to G̃
)

.

///

Proof: Maybe later. For now, some examples.

Example (Type A1). Up to scaling, there is a unique 1-dimensional root system called A1:

ΦA1 “ t˘αu.

Let us assume that α “ 2 so that pα, αq “ |α|2 “ 4. In the following diagram, the root lattice
(black nodes) is defined by

Λ “ tkα : k P Zu “ 2Z,

and the weight lattice (black and white nodes) is defined by

Ω “ tω P R : 2pα, ωq{pα, αq P Zu
“ tω P R : ω P Zu “ Z.

Let me briefly describe the corresponding groups. (We’ll fill in the details soon.) The compact
simply-connected form is SUp2q Ď Mat2pCq, the group of 2ˆ 2 unitary matrices. We view
this as a real submanifold of Mat2pCq “ C4 “ R8. In fact, it is homeomorphic to a three-
sphere S3. The center is ZpSUp2qq “ t˘Iu – Z{2, which agrees with the previous theorem
because

Ω{Λ “ Z{p2Zq – Z{2.
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Since t˘Iu are antipodal points of the three-sphere we see that the compact simple form
PSUp2q “ SUp2q{ZpSUp2qq is homeomorphic to real projective three-space RP 3. Because of
the accidental isomorphism A1 – B1 (the Dynkin diagram of each is a single dot) it turns
out that PSUp2q is also isomorphic to the group SOp3q of rotations of R3. The representation
theory of these groups is very important to quantum chemistry.

Example (Type A2). Up to scaling and rotation, the type A2 root lattice Λ (black nodes)
and weight lattice Ω (black and white notes) look like this:

In coordinates, we can let α1 “ e1 ´ e2 and α2 “ e2 ´ e3, where e1, e2, e3 is an orthonormal
basis for R3. Then the root system

ΦA2 “ t˘α1,˘α2,˘pα1 ` α2qu “ tei ´ ej : i, j P t1, 2, 3u, i ‰ ju

lives in the two-dimensional hyperplane

RΦA2 “ V “ tx1e1 ` x2e2 ` x3e3 : x1 ` x2 ` x3 “ 0u “ pe1 ` e2 ` e3q
K.

The root lattice is
Λ “ ZΦA2 “ tk1α1 ` k2α2 : k1, k2 P Zu – Z2

and, since pα1, α1q “ pα2, α2q “ 2, the weight lattice is defined by

Ω “ tω P V : 2pω, αiq{pαi, αiq “ pω, αiq P Z, i “ 1, 2u.

In order to compute Ω, let A be the matrix whose columns are the root basis α1, α2 and define
the Cartan matrix C “ ATA, which records the angles between basis vectors:

C “ ATA “

ˆ

1 ´1 0
0 1 ´1

˙

¨

˝

1 0
´1 1
0 ´1

˛

‚“

ˆ

2 ´1
´1 2

˙

.
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A basic fact from linear algebra says that rankpCq “ rankpAq.

Proof: We will show that kerpATAq “ kerpAq and then use rank-nullity. On the one hand, if
Ax “ 0 then we have pATAqx “ AT pAxq “ 0. On the other hand if pATAqx “ 0 then we have

}Ax}2 “ pAxqT pAxq “ xT pATAqx “ xT 0 “ 0,

which implies that Ax “ 0.

It follows that the Cartan matrix is invertible; in our case

C´1 “

ˆ

2 ´1
´1 2

˙´1

“
1

3

ˆ

2 1
1 2

˙

.

Now let ω1, ω2 P V be the vectors defined by the inverse of the Cartan matrix:

ω1 “
2

3
α1 `

1

3
α2 and ω2 “

1

3
α1 `

2

3
α2.

I claim that Ω “ Zω1 ` Zω2.

Proof: By definition we have ωi “
ř

j dijαj where C´1 “ D “ pdijq. It follows that

pωi, αkq “
ÿ

j

dijpαj , αkq “
ÿ

j

dijcjk “ pDCqik “

#

1 i “ k

0 i ‰ k
.

In any case, we have pωi, αkq P Z, which implies that Zω1 ` Zω2 Ď Ω. To show the other
inclusion, we first note that ω1, ω2, being the rows/columns of an invertible matrix, is a real
basis for V . Then for any vector x1ω1 ` x2ω2 P Rω1 ` Rω2 “ V we have

x1 “ x1pω1, α1q ` x2pω2, α1q “ px1ω1 ` x2ω2, α1q P Z,
x2 “ x1pω1, α2q ` x2pω2, α2q “ px1ω1 ` x2ω2, α2q P Z,

which implies that Ω Ď Zω1 ` Zω2.

Finally, let us compute the “fundamental group” Ω{Λ. A basic property of lattices (see Michael
Artin’s Algebra, 2nd Edition, section 13.10) tells us that the size of the group Ω{Λ is equal to
the volume of V {Λ divided by the volume of V {Ω. In our case:
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Algebraically, this is just the determinant of the Cartan matrix:

#pΩ{Λq “ detC “ det

ˆ

2 ´1
´1 2

˙

“ 3.

Since there is a unique (abelian) group of order 3 we conclude that

Ω{Λ – Z{3.

What about the groups? The compact simply-connected model is the group SUp3q Ď
Mat3pCq of 3ˆ 3 unitary matrices. If V “ RΦA2 then it turns out we have a group homomor-
phism exp : pV,`q Ñ T Ď SUp3q onto a maximal abelian subgroup (“maximal torus”):

T “

$

&

%

¨

˝

e2πix1

e2πix2

e2πix3

˛

‚: x1, x2, x3 P R, x1 ` x2 ` x3 “ 0

,

.

-

.

The kernel of this map is the root lattice: kerpexpq “ Λ. The center of SUp3q is the third
roots of unity ZpSUp3qq “ te2πik{3I : k “ 0, 1, 2u – Z{3, which agrees with our computation
Ω{Λ – Z{3. In fact, the isomorphism

exp : V {Λ
„
ÝÑ T Ď SUp3q

identifies the subgroup Ω{Λ Ď V {Λ with the center of SUp3q.

The compact simple form is PSUp3q “ SUp3q{ZpSUp3qq, which has fundamental group

π1pPSUp3qq – ZpSUp3qq – Ω{Λ – Z{3.

We’ll discuss this more later.
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Compact Subgroups

In the last sections we approached compact Lie groups from the point of view of root systems
but we didn’t prove anything yet. First of all, why do we restrict our attention to compact
groups?

Theorem (Cartan-Iwasawa-Malcev). Let G be a connected Lie group.

• There exists a maximal compact subgroup K Ď G.

• Every compact subgroup of G is conjugate to a subgroup of K.

• The quotient space G{K is homeomorphic to Rm for some m.

• Thus G is homeomorphic to K ˆ Rm.

• In particular, we see that K is connected.

In the classical types A,B,C,D these theorems can be proved very directly by means of Gram
Schmidt orthogonalization over the real numbers R, complex numbers C and the quaternions
H. The following classification result then tells us why no other infinite families of Lie groups
are possible.

Frobenius Theorem (1877). Up to isomorphism, there are only three finite-dimensional
associative real division algebras: R “ R1, C “ R2 and H “ R4. ///

The real and complex numbers need no introduction. The quaternions are defined via gener-
ators and relations:

H “ ta` ib` jc` kd : a, b, c, d P Ru{pi2 “ j2 “ k2 “ ijk “ ´1q.

If q “ a` ib` jc` kd P H then we define the quaternion conjugate

q˚ :“ a´ ib´ jc´ kd

and we observe that q˚q “ pa2 ` b2 ` c2 ` d2q ` 0i ` 0j ` 0k “ |q|2 P R. This allows us to
define quaternionic space Hn with a positive-definite sesquilinear form:

pα, βq :“ α˚β :“
n
ÿ

i“1

α˚i βi P H for all column vectors α, β P Hn.

Quaternion multiplication is not commutative (example: ij “ k ‰ ´k “ ji), however it is still
associative. This means that we can still represent linear maps Hn Ñ Hn by n ˆ n matrices
GLnpHq as long as we’re a bit careful with definitions.

If we relax the requirement of associativity, then there is one more “normed division algebra”
called the octonions O “ R8. Since it is not associative we cannot represent it by matrices and
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therefore we will not obtain any more infinite families of Lie groups. However if one is very
clever one can still squeeze a few Lie groups out of it: F4, G2, E6, E7, E8. Google Freudenthal’s
magic square.

Theorem (Existence for Classical Types). Let G “ GLnpF q where F P tR,C,Hu and
for all g P G let g˚ denote the conjugate transpose matrix (using complex or quaternionic
conjugation as necessary). Consider the “orthogonal subgroup”

K “ OnpF q :“ tg P G : g˚g “ Iu.

I claim that K Ď G is a maximal compact subgroup. More generally, if H Ď G is any compact
subgroup I claim that there exists a group element g P G such that gHg´1 Ď K. It follows
from this that every maximal subgroup of G is isomorphic to K. ///

Remark: We will use the special notations

OnpF q “

$

’

&

’

%

Opnq F “ R
Upnq F “ C
Sppnq F “ H.

Proof (Haar Measure). Topologically we will view G “ GLnpF q as an open dense subset
of the Euclidean space

MatnpF q “ Rn
2 dimRpF q “

$

’

&

’

%

Rn2
F “ R

R2n2
F “ C

R4n2
F “ H.

Thus in order to prove that K is compact it suffices (by Heine-Borel) to show that it is closed
and bounded. To prove boundedness, we note that the length of a matrix g P G is the sum of
the squares of its real components. If F P tC,Hu this can be simplified by writing

|g|2 “
ÿ

i,j

|gij |
2,

where |gij | is the complex or quaternionic absolute value of the i, j entry gij P F . If g P K,
i.e., if g˚g “ I then the jth column of g has length 1:

ÿ

i

g˚ijgij “
ÿ

i

|gij |
2 “ 1.

Therefore we have

|g|2 “
ÿ

j

˜

ÿ

i

|gij |
2

¸

“
ÿ

j

1 “ n,

and it follows that every element of K has length
?
n. To prove closedness, we note that the

the polynomial equations g˚g “ I are continuous, hence preserved under limits.
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Thus K Ď G is a compact subgroup. Now let H Ď G be any other compact subgroup. Recall
that the elements of K are characterized by preserving the standard Hermitian form. Indeed,
for k P K and all x, y P Fn we have

pkx, kyq “ pkxq˚pkyq “ x˚pk˚kqy “ x˚Iy “ x˚y “ px, yq.

Conversely, if k is any matrix satisfying these equations then by substituting x “ ei and y “ ej
we find that the i, j entry of k is given by

e˚i pk
˚kqej “ e˚i ej “ δij ,

and hence k˚k “ I. If H is not contained in K then there must exist some element h P H and
some vectors x, y P Fn such that

phx, hyq ‰ px, yq.

In order to fix this we will define a new Hermitian inner product by “averaging” over the
group. Since H is compact there exists a unique translation invariant measure called Haar
measure which, for any function f : H Ñ C and for any group element h1 P H satisfies

ż

hPH
fphq dh “

ż

hPH
fphh1q dh “

ż

hPH
fph1hq dh.

For example, f could be the characteristic function of a subset U Ď H. Then the volumes of
the blobs U and h1U are the same:

So we define the new inner product as follows:

px, yq1 :“

ż

hPH
phx, hyq dh.

Then by translation invariance we have for all h1 that

ph1x, h1yq1 “

ż

hPH
ph1hx, h1hyq dh “

ż

hPH
phx, hyq dh “ px, yq1.

11



Finally, let g P G the change of basis matrix from the standard basis for Fn to some orthonor-
mal basis for the new Hermitian form. It follows that gHg´1 Ď K, as desired.

In particular, suppose that H Ď G is a maximal compact subgroup. We just showed that
there exists g P G such that

gHg´1 Ď K,

H Ď g´1Kg.

Since g´1Kg Ď G is a compact subgroup this implies that H “ g´1Kg and it follows that
every maximal subgroup of G is isomorphic (in fact, conjugate) to K.

It remains to show that G{K is contractible. In general this is described by the so-called
Iwasawa decomposition G “ KAN . In the classical types this is just the process of Gram-
Schmidt orthogonalization.

Theorem (Iwasawa Decomposition for Classical Types). Let G “ GLnpF q where
F P tR,C,Hu and consider again the standard maximal compact subgroup

K “ tg P G : g˚g “ Iu.

Let us also consider the group of diagonal matrices with positive real entries

A “

$

’

&

’

%

¨

˚

˝

a1 0
. . .

0 an

˛

‹

‚

: 0 ă ai P R for all i

,

/

.

/

-

,

and the group of upper-triangular matrices with ones on the diagonal

N “

$

’

&

’

%

¨

˚

˝

1 nij
. . .

0 1

˛

‹

‚

: nij P F for all 1 ď i ă j ď n

,

/

.

/

-

.

Then I claim that the multiplication map

K ˆAˆN Ñ G

pk, a, nq ÞÑ kan

is a diffeomorphism of real manifolds. ///

Corollary. To be more specific, we have the following diffeomorphisms:

GLnpRq “ Opnq ˆ Rn` ˆ Rnpn´1q{2, (types B and D)

GLnpCq “ Upnq ˆ Rn` ˆ Rnpn´1q, (type A)
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GLnpHq “ Sppnq ˆ Rn` ˆ R2npn´1q. (type C)

And from this we can compute the dimensions:

dimR Opnq “ dimR GLnpRq ´ n´ npn´ 1q{2 “ npn´ 1q{2,

dimR Upnq “ dimR GLnpCq ´ n´ npn´ 1q “ n2,

dimR Sppnq “ dimR GLnpHq ´ n´ 2npn´ 1q “ np2n` 1q.

Proof of Corollary. As real manifolds we have

MatnpF q “ RdimRpF qn
2
,

A “ Rn`,

N “ RdimRpF qnpn´1q{2.

Since GLnpF q is open in MatnpF q it has the same dimension.

Proof of Iwasawa (Gram-Schmidt Algorithm). From the definition of matrix multipli-
cation we see that the map

K ˆAˆN Ñ G

pk, a, nq ÞÑ kan

is smooth. Let us prove that it is bijective. To show injectivity it is enough to prove that
AXN “ tIu and K XAN “ tIu, since then for a1, a2 P A and n1, n2 P N we will have

a1n1 “ a2n2 ñ a´12 a1 “ n2n
´1
1 P AXN ñ a´12 a1 “ n2n

´1
1 “ I ñ pa1, n1q “ pa2, n2q,

and for k1, k2 P K and b1, b2 P AN we will have

k1b1 “ k2b2 ñ k´12 k1 “ b2b
´1
1 P K XAN ñ k´12 k1 “ b2b

´1
1 “ I ñ pk1, b1q “ pk2, b2q.

The fact AXN “ tIu is immediate. To see thatKXAN “ tIu consider any matrix g P KXAN .
Since g P AN we have

g “

¨

˚

˝

a1 nij
. . .

0 an

˛

‹

‚

where 0 ă a1, . . . , an P R and nij P F for all 1 ď i ă j ď n. And since g P K we know that
pgi, gjq “ g˚i gj “ δij , where gi P F

n is the ith column of g. To see that this implies g “ I,
note that

• For 1 ă j, the equality pg1, gjq “ 0 implies that n1j “ 0.

• Then for 2 ă j, the equality pg2, gjq “ 0 implies that n2j “ 0.
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• Continuing in this way gives nij “ 0 for all 1 ď i ă j ď n.

• Then for all i, the equality pgi, giq “ 1 implies |ai|
2 “ 1, which since ai is real and

positive implies that ai “ 1.

To show surjectivity of pk, a, nq ÞÑ kan, consider an arbitrary element g P GLnpF q. Since g
is invertible we know that its columns gi form a basis for Fn. We will use the Gram-Schmidt
procedure to transform the arbitrary basis gi P F

n into an orthonormal basis ki P F
n, i.e.,

such that pki, kjq “ k˚i kj “ δij . The idea is to define kd inductively by subtracting from gd
the projection of gd onto the subspace orthogonal to the previous vectors k1, . . . , kd´1. To be
precise, we define

k1 :“ g1{}g1},

kd :“
gd ´

řd´1
i“1 pki, gdqki

}gd ´
řd´1
i“1 pki, gdqki}

for 1 ă d ď n.

To see that this does the trick, first note that we have pki, kiq “ }ki}
2 “ 1 for all i by definition.

Now assume for induction on d that pki, kjq “ 0 for all 1 ď i ă j ă d. It follows that the dth
vector is perpendicular to the previous vectors k1, . . . , kd´1 since for all 1 ď j ă d we have3

pkj , kdq “
1

}kd}

«

pkj , gdq ´
d´1
ÿ

i“1

pki, gdqpkj , kiq

ff

“
1

}kd}

«

pkj , gdq ´
d´1
ÿ

i“1

pki, gdqδij

ff

“
1

}kd}
rpkj , gdq ´ pkj , gdqs “ 0,

as desired. In summary we have shown that

gna “

¨

˝

| |

g1 ¨ ¨ ¨ gn
| |

˛

‚

¨

˚

˝

1 nij
. . .

0 1

˛

‹

‚

¨

˚

˝

a1 0
. . .

0 an

˛

‹

‚

“

¨

˝

| |

k1 ¨ ¨ ¨ kn
| |

˛

‚“ k

where nij “ ´pki, gjq P F for all 1 ď i ă j ď n and where 0 ă ai “ 1{}ki} P R for all i. Note
that since k˚i kj “ pki, kjq “ δij we have k˚k “ I and hence k P K. Then since A and N (being
subgroups) are each closed under inversion we conclude that

g “ ka´1n´1 P KAN,

as desired. We have show that the map pk, a, nq ÞÑ kan is smooth and bijective. Finally, since
the matrices pk, a´1, n´1q in the previous formula have entries that are (complicated) rational
expressions in the entries of g, we conclude that the inverse is also smooth.

3Recall that the sesquilinear form pα, βq “ α˚β is linear in the second coordiante and conjugate-linear in
the first.
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Note that our proofs were based very much on matrix arithmetic. Here’s a sketch of how the
theorem might be proved in general.

Sketch Proof of Cartan-Iwasawa-Malcev. Under nice conditions (when G is semisimple),
Élie Cartan used a generalization of the polar decomposition to show that there exists a
maximal compact subgroup K Ď G and furthermore that the coset space G{K is simply
connected with non-positive curvature. If H Ď G is any compact group, note that H acts on
G{K by left multiplication. Then Cartan’s fixed point theorem shows that this action has a
global fixed point gK. That is, for all h P H we have

hpgKq “ gK

phgqK “ gK

pg´1hgqK “ K

g´1hg P K,

and hence g´1Hg Ď K. It follows that K is unique up to conjugation. Iwasawa and Malcev
extended this result from semisimple groups to general connected Lie groups.

Abelian Subgroups

Secondly, we will restrict our attention to compact and abelian subgroups, called tori. First
let me state two general results without proof. The first result is deep.

Theorem (Chevalley’s Structure Theorem). Let G be a smooth connected complex
algebraic group. Then there exists a unique smooth connected normal subgroup H such that

• H is isomorphic to a group of complex matrices,

• G{H is compact and abelian.

For general reasons (see below) this implies that G{H – Cn{Λ where Λ Ď Cn is a lattice of
full rank 2n. Such groups are called abelian varieties. ///

The next result is not deep. We will prove it later when we discuss Lie algebras.

Theorem (Abelian Lie Groups). Let G be an n-dimensional connected abelian Lie group.
Then we must have

G – Rn{Λ
where Λ Ď Rn is a lattice. If Λ has rank k, then by choosing a basis we obtain

G – pR{Zqk ˆ Rn´k.

///

The group T :“ R{Z can be thought of in several equivalent ways:
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• Topologically as a circle S1.

• As an additive group R modulo the subgroup Z.

• As a multiplicative group of complex numbers Up1q.

• As the multiplicative group of 2ˆ 2 special orthogonal matrices SOp2q.

Definition. The direct product of circle groups is called a torus:

Tk “ Tˆ Tˆ ¨ ¨ ¨ ˆ T.

By the above theorem, a torus is the same thing as a connected, compact abelian Lie group.

Because tori are abelian their representation theory and structure theory is straightforward.
One of the most powerful techniques in Lie theory is to refer all information about a connected
Lie group G to a fixed choice of maximal torus T Ď G.

Theorem (Maximal Tori). LetG be a connected Lie group with maximal compact subgroup
K Ď G. There exists a torus T Ď K with the following properties:

• For any ` P K there exists k P K such that k`k´1 P T .4

• For any torus H Ď G there exists g P G such that gHg´1 Ď T .

It follows that T is a maximal torus in G and that any two maximal tori are conjugate. If
T – Tr then we say that K and G are Lie groups of rank r, where

r ď dimRK ď dimRG.

///

Corollary. Let G be a connected Lie group with maximal compact subgroup K Ď G and
maximal torus T Ď K. Then we have the following:

• The group K is a union of maximal tori:

K “
ď

`PK

`´1T`.

• The center of K is an intersection of maximal tori:

ZpKq “
č

`PK

`´1T`.

4This is also called the Principal Axis Theorem, referring to Euler’s proof in the case K “ SOp3q. See below.
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Proof of Corollary. From the theorem we know that gTg´1 is a maximal torus for all g P G.
For any k P K we also know that there exists ` P K such that `k`´1 P T and hence k P `´1T`.
This proves the first statement.

For the second statement, let k P ZpKq. Then there exists u P K such that k “ uku´1 P T .
It follows that for all ` P K we have k “ `´1k` P `´1T`. Conversely, suppose that we have
k P `´1T` for all ` P K. Now consider any other element k1 P K and recall that there exists
u P K such that uk1u´1 P T , hence k1 P u´1Tu. It follows that k and k1 commute because
they are both members of the abelian group u´1Tu.

As with our discussion of compact subgroups, I will give a complete proof of a classical case
and then I will sketch how one might prove the general case. This time I will postpone types
B,C,D and show you the complete proof in type A. This case is about the simultaneous
diagonalization of unitary matrices.

Proof of Maximal Tori in Type A (Diagonalization). Let G “ GLnpCq with maximal
compact subgroup K “ Upnq. I claim that the group of unitary diagonal matrices satisfies
the conditions of the theorem:

T :“

$

’

&

’

%

¨

˚

˝

u1 0
. . .

0 un

˛

‹

‚

: |ui| “ 1

,

/

.

/

-

“

$

’

&

’

%

¨

˚

˝

e2πix1 0
. . .

0 e2πixn

˛

‹

‚

: xi P R

,

/

.

/

-

.

Since this T – Tn it will follow that GLnpCq and Upnq are Lie groups of rank n.

To prove the first part of the theorem we need to show that every unitary matrix is “unitarily
diagonalizable.” That is, given any unitary matrix g P Upnq we want to find a unitary matrix
u P Upnq such that ugu´1 is diagonal. Since ugu´1 is also unitary, it will follow that ugu´1 P T .

We will prove this by induction. For the induction step, consider any matrix g P GLnpCq and
any subspace V Ď Cn. Let g˚ be the conjugate transpose matrix defined by

pgx, yq “ px, g˚yq for all x, y P Cn,

where p, q is the standard Hermitian inner product. It follows from the definitions that

g stabilizes V ðñ g˚ stabilizes V K.

Indeed, suppose that g stabilizes V and consider any y P V K. Then for all x P V we have
gx P V and hence px, g˚yq “ pgx, yq “ 0. By non-degenracy of the inner product it follows
that g˚y P V K. Conversely, suppose that g˚ stabilizes V K and consider any x P V . Then for
all y P V K we have g˚y P V K and hence pgx, yq “ px, g˚yq “ 0. By non-degeracy we have
gx P pV KqK and by finite-dimensionality we have pV KqK “ V , hence gx P V . Furthermore, for
any matrix h P GLnpCq and any subspace U Ď Cn we have

h stabilizes U ðñ h´1 stabilizes U.
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Indeed, suppose that h stabilizes U and consider the linear map h : U Ñ U . Since the kernel
is trivial (h is invertible) we conclude from finite-dimensionality that hpUq “ U . Thus for any
y P U we have y “ gx for some x P U , and it follows that g´1y “ x P U . By putting these two
results together we conclude for any unitary matrix g˚ “ g´1 and any subspace V Ď Cn
that

g stabilizes V ðñ g stabilizes V K.

Now consider an arbitrary unitary matrix g P Upnq. Since C is algebraically closed there exists
an eigenvector gv “ λv. We complete v to an orthonormal basis of Cn via Gram-Schmidt and
let u P Upnq be the change of basis matrix (which is unitary because the basis is orthonormal).
Since g is unitary and stabilizes the line Cv it must also stabilize the orthogonal hyperplane
pCvqK. Thus we have

ugu´1 “

¨

˚

˚

˚

˚

˝

λ 0 ¨ ¨ ¨ 0

0
... g1

0

˛

‹

‹

‹

‹

‚

.

Since ugu´1 is unitary we must have I “ pugu´1q˚pugu´1q, or

I “

¨

˚

˚

˚

˚

˝

λ˚ 0 ¨ ¨ ¨ 0

0
... pg1q˚

0

˛

‹

‹

‹

‹

‚

¨

˚

˚

˚

˚

˝

λ 0 ¨ ¨ ¨ 0

0
... g1

0

˛

‹

‹

‹

‹

‚

“

¨

˚

˚

˚

˚

˝

λ˚λ 0 ¨ ¨ ¨ 0

0
... pg1q˚g1

0

˛

‹

‹

‹

‹

‚

,

from which is follows that λ P Up1q and g1 P Upn ´ 1q. Now by induction the matrix g1 is
unitarily diagonalizable, say w1g1pw1q´1 “ t for some w1 P Upn´ 1q and diagonal t P Upn´ 1q.
We define the unitary matrix

w :“

¨

˚

˚

˚

˚

˝

1 0 ¨ ¨ ¨ 0

0
... w1

0

˛

‹

‹

‹

‹

‚

P Upnq

so that wu is also unitary. Finally, we observe that

pwuqgpwuq´1 “ wpugu´1qw´1 “

¨

˚

˚

˚

˚

˝

λ 0 ¨ ¨ ¨ 0

0
... t
0

˛

‹

‹

‹

‹

‚

is diagonal. This completes the proof of the first statement.
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For the second statement, let H Ď GLnpCq be any connected, compact abelian subgroup.
By averaging over the group using Haar measure5 we find a matrix g P GLnpCq such that
gHg´1 Ď Upnq. Now we have a group of commuting unitary matrices. From the above
argument we know that each element h P gHg´1 can be unitarily diagonalized. Our goal
is to show that all of these diagonalizations can be done simultaneously. So consider any
two elements h1, h2 P gHg

´1 Ď Upnq and suppose that v P Cn is an eigenvector of h1, say
h1v “ λv. Then since h1h2 “ h2h1 we have

h1ph2vq “ h2ph1vq “ h2pλvq “ λph2vq

and it follows that h2v P Cn is an eigenvector of h1 for the same eigenvalue. In other words, h2
stabilizes each eigenspace of h1. From the previous step there exists a unitary matrix u P Upnq
that diagonalizes h1. Since h2 stabilizes the eigenspaces of h1 we obtain

uh1u
´1 “

¨

˚

˚

˚

˚

˚

˚

˚

˝

λ1I 0

λ2I

. . .

0 λdI

˛

‹

‹

‹

‹

‹

‹

‹

‚

and uh2u
´1 “

¨

˚

˚

˚

˚

˚

˚

˚

˝

s1 0

s2

. . .

0 sd

˛

‹

‹

‹

‹

‹

‹

‹

‚

for some matrices si. Since uh2u
´1 is unitary we see that each submatrix si is unitary, hence

there exist unitary matrices wi such that wisiw
´1
i “ ti, with ti diagonal. Now consider the

unitary matrix

w :“

¨

˚

˚

˚

˚

˚

˚

˚

˝

w1 0

w2

. . .

0 wd

˛

‹

‹

‹

‹

‹

‹

‹

‚

P Upnq,

and note that wu P Upnq. Finally, we see that pwuqh1pwuq
´1 “ wpuh1u

´1qw´1 is given by

¨

˚

˚

˚

˚

˚

˚

˚

˝

w1pλ1Iqw
´1
1 0

w2pλ2Iqw
´1
2

. . .

0 wdpλdIqw
´1
d

˛

‹

‹

‹

‹

‹

‹

‹

‚

“

¨

˚

˚

˚

˚

˚

˚

˚

˝

λ1I 0

λ2I

. . .

0 λdI

˛

‹

‹

‹

‹

‹

‹

‹

‚

5See the proof of Iwasawa above.
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and that pwuqh2pwuq
´1 “ wpuh2u

´1qw´1 is given by
¨

˚

˚

˚

˚

˚

˚

˚

˝

w1s1w
´1
1 0

w2s2w
´1
2

. . .

0 wdsdw
´1
d

˛

‹

‹

‹

‹

‹

‹

‹

‚

“

¨

˚

˚

˚

˚

˚

˚

˚

˝

t1 0

t2

. . .

0 td

˛

‹

‹

‹

‹

‹

‹

‹

‚

P T,

so that h1 and h2 are simultaneously diagonalized by the unitary matrix wu P Upnq.

Now by induction we can simultaneously diagonalize any countable subset of gHg´1. To
complete the proof it is enough to show that gHg´1 contains a dense countable subset, and
for this purpose we can choose the matrices whose entries have real and imaginary parts in
Q. We conclude that there exists a (unitary) matrix u P GLnpCq such that

pugqHpugq´1 “ upgHg´1qu´1 Ď T,

as desired.

We will dive into the consequences of this proof in the next section. For now, here is a sketch
of the general case.

Sketch Proof of Maximal Tori (General Case). Let us assume that a maximal torus
T Ď K Ď G exists. First we will show that any single element ` P K can be conjugated into
T . To do this we consider the action of u on the coset space K{T by left multiplication:

µ` : K{T Ñ K{T

kT ÞÑ `kT.

Note that this is a smooth map of real manifolds. We will be done if we can find a fixed point
`kT “ kT since then it will follow that k´1`kT “ kT and hence k´1`k P T . A. Weil gave a
classic proof of this by using the Lefschetz fixed point theorem, which says the following:

Let X be a manifold with nonzero Euler characteristic χpXq ‰ 0 and let f : X Ñ X
be a smooth map that is homotopic to the identity id : X Ñ X. Then f has a fixed
point.

Since K is connected there erxists a path ϕ : r0, 1s Ñ K with ϕp0q “ I and ϕp1q “ `. Then
the composite map

µϕ : r0, 1s ˆK{T Ñ K{T

pt, kT q ÞÑ ϕptqkT

is a homotopy between µϕp0q “ µI “ id and µϕp1q “ µ`. To complete the proof I will just ask
you to believe that χpK{T q ‰ 0.6

6We will return to this argument when we discuss Weyl groups. If NKpT q Ď K is the normalizer of the
maximal torus T Ď K it turns out that NKpT q{T is a finite group and that χpK{T q “ #NKpT q{T .
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For the second statement, I will assume without proof that every torus has a topological
generator. That is, if H is a torus (compact, connected, abelian group) then there exists an
element h P H such that the cyclic subgroup xhy Ď H is dense. Now let H Ď G be any torus.
From Cartan-Iwasawa-Malcev above we know that there exists g P G such that gHg´1 Ď K.
Since gHg´1 is also a torus we know that it has a topological generator ` P K. Then from
the previous argument there exists k P K such that k`k´1 P T . Finally, since T is a closed
topological group we have

k`k´1 P T

xk`k´1y Ď T

xk`k´1y Ď T

kx`yk´1 Ď T

k
`

gHg´1
˘

k´1 Ď T

pkgqHpkgq´1 Ď T,

as desired.

Remark: As always, I am happy to accept topological theorems (such as the Leftschetz fixed
point theorem and the existence of topological generators) without proof.

Type A

Now let’s work out the details of these contructions in type A. All Lie groups of type A are
subgroups of “her all-embracing majesty” GLnpCq. We have seen that a standard choice of
maximal torus and compact subgroup is given by the unitary matrices

Upnq “ tg P GLnpCq : g˚g “ Iu

and the diagonal unitary matrices

T “

$

’

&

’

%

¨

˚

˝

e2πixi 0
. . .

0 e2πixn

˛

‹

‚

: xi P R

,

/

.

/

-

.

Since T – Up1qn we conclude that GLnpCq (of real dimension 2n2) and Upnq (of real dimension
n2) are both Lie groups of rank n. What about the special linear group?

Theorem (Special Linear Group). Recall that

SLnpCq “ tg P GLnpCq : detpgq “ 1u.
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I claim that a maximal compact subgroup in SLnpCq is given by

SUpnq “ Upnq X SLnpCq

and a maximal torus in SLnpCq is given by

T0 “ T X SLnpCq.

Proof. Let H Ď SLnpCq be any compact subgroup. From previous results we know that
there exists g P GLnpCq such that gHg´1 Ď Upnq. In fact, we can assume that g P SLnpCq by
replacing g with g{λ, where λ P C is any fixed n-th root of detpgq P Cˆ, so that

detpg{λq “ detpgq{λn “ detpgq{degpgq “ 1.

Since determinant is preserved under conjugation we must also have gHg´1 Ď SLnpCq and
hence gHg´1 Ď SUpnq. It follows that SUpnq is maximal compact since if H Ď SLnpCq is any
compact subgroup properly containing SUpnq then there exists g P SLnpCq such that

gHg´1 Ď SUpnq Ĺ H,

which is a contradiction. Next, let A Ď SLnpCq be any torus. By the same argument as above,
there exists g P SLnpCq such that gAg´1 Ď T and since conjugation preserves the determinant
we also have gAg´1 Ď SLnpCq, hence gAg´1 Ď T0 “ T X SLnpCq. It follows that T0 is a
maximal torus since if T0 is properly contained in A then we obtain the contradiction

gAg´1 Ď T0 Ĺ A.

Let us examine the maximal torus T0 Ď SLnpCq more closely. The determinant of a general
element of T is

e2πix1e2πix2 ¨ ¨ ¨ e2πixn “ e2πipx1`x2`¨¨¨`xnq,

which equals 1 if and only if x1 ` x2 ` ¨ ¨ ¨ ` xn is an integer. Therefore by definition we have

T0 “ T X SLnpCq

$

’

&

’

%

¨

˚

˝

e2πi 0
. . .

0 e2πixn

˛

‹

‚

: xi P R and x1 ` x2 ` ¨ ¨ ¨ ` xn P Z

,

/

.

/

-

.

But I claim that we can write this more simply as

T0 “

$

’

&

’

%

¨

˚

˝

e2πix1 0
. . .

0 e2πixn

˛

‹

‚

: xi P R for all i and x1 ` x2 ` ¨ ¨ ¨ ` xn “ 0

,

/

.

/

-

.
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Indeed, given any element of T0 with x1 ` x2 ` ¨ ¨ ¨ ` xn “ s P Z we can (for example) replace
x1 by x1 ´ s without changing the matrix:

¨

˚

˚

˚

˝

e2πipx1´sq 0

e2πix2

. . .

0 e2πixn

˛

‹

‹

‹

‚

“

¨

˚

˚

˚

˝

e2πix1 0

e2πix2

. . .

0 e2πixn

˛

‹

‹

‹

‚

.

This is a good time to introduce the exponential homomorphism.

Definition (Exponential Homomorphism and Root Lattice of Type A). We have a
surjective group homomorphism exp : pRn,`q Ñ T Ď GLnpCq defined by

exppx1, . . . , xnq “

¨

˚

˝

e2πix1 0
. . .

0 e2πixn

˛

‹

‚

The kernel is Zn Ď Rn so by the First Isomorphism Theorem we have Rn{Zn – T . If we define

Rn0 “ tpx1, . . . , xnq P Rn : x1 ` ¨ ¨ ¨ ` xn “ 0u

then by restricting to this subgroup we obtain a surjective group homomorphism onto the
maximal torus in SLnpCq:

exp : pRn0 ,`q Ñ T0 Ď SLnpCq.

Let Λ Ď Rn0 be the kenel, which we call the root lattice of type A. Then we obtain a group
isomorphism Rn0 {Λ – T0. ///

Remark: This is a very special case of the exponential map exp : gÑ G from a Lie algebra g
onto a neighborhood of a Lie group G. In general it will not be a group homomorphism, but
will have some more complicated structure.

It seems clear that SLnpCq and SUpnq are Lie groups of rank n´ 1. Now let me show you an
explicit isomorphism T0 – Up1qn´1. If e1, . . . , en is the standard basis of Rn then we define
the standard root basis α1, . . . , αn´1 for Rn0 by

α1 “ e1 ´ e2

α2 “ e2 ´ e3
...

αn´1 “ en´1 ´ en.
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For all αj let us define the subgroup

Up1qj “

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

exppθαjq “

¨

˚

˚

˚

˚

˚

˚

˚

˚

˝

1 0
. . .

e2πiθ

e´2πiθ

. . .

0 1

˛

‹

‹

‹

‹

‹

‹

‹

‹

‚

: θ P R

,

/

/

/

/

/

/

/

/

.

/

/

/

/

/

/

/

/

-

Ď T0,

which is clearly isomorphic to Up1q. I claim that the multipliction map

Up1qn´1 – Up1q1 ˆ ¨ ¨ ¨ ˆUp1qn´1 Ñ T0

is a group isomorphism. Indeed, the map is injective since the subgroups intersect trivially.
To see that the map is surjective, note that a general element of T0 “ exppRn0 q looks like
exppxq for some x P Rn0 . By expressing this in the root basis we have

x “ θ1α1 ` θ2α2 ` ¨ ¨ ¨ ` θn´1αn´1

exppxq “ exppθ1α1 ` θ2α2 ` ¨ ¨ ¨ ` θn´1αn´1q

exppxq “ exppθ1α1qexppθ2α2q ¨ ¨ ¨ exppθn´1αn´1q,

for some real numbers θ1, . . . , θn´1 P R, as desired.

Apart from the groups GLnpCq, SLnpCq,Upnq,SUpnq, we might also consider quotients of these.
It turns out that discrete normal subgroups are contained in the center.

Theorem (Centrality of Discrete Normal Subgroups). Let G be a connected Lie group
and let H Ď G be a discrete normal subgroup. Then H is contained in the center: H Ď ZpGq.

Proof. Fix an element h P H. Then for all g P G we have a continuous map GÑ H defined
by g ÞÑ ghg´1. As g varies continuously the image ghg´1 varies continuously. However, since
H is discrete the image must be constant. That is, we must have ghg´1 “ g1hpg1q´1 for all
g1 P G connected to g by a continuous path. Since G is assumed to be path connected we may
take g1 “ I to obtain

ghg´1 “ IhI´1 “ h.

This is why we want to investigate the centers of the type A Lie groups. It turns out that
they are just scalar matrices.

Theorem (Centers of Type A Lie Groups). We have

ZpGLnpCqq “ tλI : λ P Cˆu,
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ZpSLnpCqq “ tλI : λn “ 1u,

ZpUpnqq “ tλI : |λ| “ 1u,

ZpSUpnqq “ tλI : λn “ 1u.

Proof. Let g P ZpGLnpCqq and let eij P MatnpCq be the “matrix unit” with 1 in position i, j
and zeroes elsewhere. If i ‰ j then we observe that I ` eij is an invertible matrix with

pI ` eijq
´1 “ I ´ eij .

Since g commutes with all intvertible matrices we have

gpI ` eijq “ pI ` eijqg

g ` geij “ g ` eijg

geij “ eijg.

If gij is the i, j entry of the matrix g then this last equation says explicitly that

j

i

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

g1i
...

0 ¨ ¨ ¨ ¨ ¨ ¨ gii ¨ ¨ ¨ 0
...
...
gni

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

“

j

i

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

0
...

gj1 ¨ ¨ ¨ ¨ ¨ ¨ gjj ¨ ¨ ¨ gjn
...
...
0

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

.

It follows that gki “ gjk “ 0 for all k and that gii “ gjj . By repeating this argument for all
i ‰ j we see that g has the form λI for some λ P C. Finally, since λn “ detpλIq “ detpgq ‰ 0
we conclude that λ ‰ 0.

Next let g P ZpSLnpCqq. If i ‰ j then luckily we have detpI ` eijq “ 1, so the same argument
as before shows that g “ λI for some λ P C. Finally, we have λn “ detpλIq “ degpgq “ 1.

Next let g P ZpUpnqq. Sadly the matrix I`eij is not unitary so we need a new trick. We know
from the theorem on maximal tori that there exists u P Upnq with g “ ugu´1 P T , so that g
must be diagonal. Next we observe that permutation matrices are unitary. For all i ă j let
πij be the transposition matrix:

πij “

i j

i

j

¨

˚

˚

˚

˚

˚

˚

˚

˝

I
...

...
¨ ¨ ¨ 0 ¨ ¨ ¨ 1 ¨ ¨ ¨

... I
...

¨ ¨ ¨ 1 ¨ ¨ ¨ 0 ¨ ¨ ¨

...
... I

˛

‹

‹

‹

‹

‹

‹

‹

‚
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Then the equation g “ πijgπ
´1
ij tells us that gii “ gjj . By repeating the argument for all i ă j

we find that g “ λI for some λ P C. Finally, since each column and row of g has length 1 we
conclude that |λ| “ 1.

Next let g P ZpSUpnqq. As before, there exists u P Upnq such that ugu´1 P T . Since u is unitary
we have 1 “ detpIq “ detpu˚uq “ detpuq˚ detpuq “ |detpuq|2, from which it follows that
|detpuq| “ 1. Let λ be any fixed n-th root of this determinant. Then |λ|n “ |λn| “ |detpuq| “ 1
implies that λ˚λ “ |λ|2 “ 1. Now define the matrix w “ u{λ, which satisfies

detpwq “ detpu{λq “ detpuq{λn “ detpuq{detpuq “ 1

and

w˚w “ pu{λq˚pu{λq “
u˚u

λ˚λ
“

I

|λ|2
“ I.

We conclude that w P SUpnq and since g is in the center of SUpnq we have

g “ wgw´1 “ pu{λqgpu{λq´1 “ ugu´1 P T.

Thus we see that g is diagonal. Now let us consider the family of 3-cycles πijk :“ πijπjk which
are special unitary because π´1ij “ πij and because

detpπijkq “ detpπijqdetpπjkq “ p´1qp´1q “ 1.

Since g commutes with all special unitary matrices we have g “ πijkgπ
´1
ijk, which implies that

gii “ gjj “ gkk. By repeating the argument for all i ă j ă k we find that g “ λI for some λ.
Finally, we have λn “ detpλIq “ detpgq “ 1.

In particular, we find that the center of each group SLnpCq,Upnq,SUpnq lies in the standard
maximal torus.7 Thus we may consider the preimage of the center under the exponential
homomorphisms:

exp : Rn � T Ď Upnq Ď GLnpCq
exp : Rn0 � T0 Ď SUpnq Ď SLnpCq.

The preimage of ZpUpnqqq “ tλI : |λ| “ 1u is only partly discrete. If 1 P Rn denotes the
vector of all ones then we have exppxq P ZpUpnqq if and only if x ´ α1 P Zn for some α P R.
We conclude that

exp´1 ptλI : |λ| “ 1uq “ Zn ` R1,

which is the same as

Zn´1 ‘ R1 “ tpx1 ` α, . . . , xn´1 ` α, αq : xi P Z, α P Ru.

Then since exp : Rn Ñ T is surjective, the First Isomorphism Theorem confirms that

ZpUpnqq –
exp´1pZpUpnqqq

kerpexpq
“

Zn´1 ‘ R1

Zn
– R{Z,

7For the compact groups Upnq, SUpnq this agrees with the general theorem that the center is the intersection
of all maximal tori. For the noncompact group SLnpCq this is a bit more surprising.
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as expected. The case of ZpSUpnqq is more interesting.

Theorem/Definition (Root and Weight Lattices in General). If K is a simply con-
nected and compact Lie group then we always have a surjective exponential homomorphism
onto a maximal torus:

exp : t � T Ď K.

The kernel Λ (being discrete) is called the root lattice. Recall that the center of K is always
contained in the maximal torus: Z Ď T . We define the weight lattice Ω (also discrete) as the
preimage of the center:

kerpexpq “ Λ Ď Ω “ exp´1pZq Ď t.

The root lattice and the weight lattice are both isomorphic to Zr where r “ dimR t “ dimR T
is called the rank of K. Since the homomorphism exp : tÑ T is surjective, it follows from the
First Isomorphism Theorem that

Ω

Λ
“

exp´1pZq

kerpexpq
– Z.

We saw above that discrete normal subgroups of K are contained in the center Z. Therefore
the exponential map gives us an explicit bijection

tgroups between Λ and Ωu Ø tdiscrete normal subgroups of Ku.

Since K is simply connected, the Galois connection on covering spaces gives bijections

tgroups between Λ and Ωu Ø tsubgroups of Zu Ø tgroups covered by Ku

exp´1pΓq Ø Γ Ø K{Γ

with fundamental groups given by

π1pK{Γq – Γ –
exp´1pΓq

Λ
.

In particular, the adjoint group K{Z has no discrete normal subgroups its fundamental group
is isomorphic to the center:

π1pK{Zq – Z –
Ω

Λ
.

///

Theorem/Definition (Root and Weight Lattices in Type A). We will see below that
the compact group SUpnq is simply connected. Recall the exponential homomorphism:

exp : Rn0 � T0

px1, . . . , xnq ÞÑ

¨

˚

˝

e2πx1 0
. . .

0 e2πixn

˛

‹

‚

.
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We saw above that Λ “ kerpexpq is the intersection of the hyperplane Rn0 Ď Rn with the
standard lattice Zn Ď Rn. In particular, Λ has the standard root basis

α1 “ e1 ´ e2, α2 “ e2 ´ e3, . . . αn´1 “ en´1 ´ en,

where e1, . . . , en is the standard basis for Rn. I claim that the weight lattice exp´1pZpSUpnqq
is the orthogonal projection of the lattice Zn onto the hyperplane Rn0 . In particular, we will
show that Ω has an integer basis given by the fundamental weights,

ω1 “ L1

ω2 “ L1 ` L2

...

ωn´1 “ L1 ` L2 ` ¨ ¨ ¨ ` Ln´1,

where Li “ ei ´
1
npe1 ` ¨ ¨ ¨ ` enq is the orthogonal projection of ei P Rn onto the hyperplane

Rn0 . Then from the First Isomorphism Theorem it will follow that

Ω

Λ
“

exp´1pZpSUpnqq

kerpexpq
– ZpSUpnqq “ tλI : λn “ 1u –

Z
nZ

.

Finally, we note that the root basis αi and the weight basis ωi are dual in the sense of abstract
root systems. That is, we have

pωi, αjq “ δij .

///

Proof. First we consider the projection of Zn onto Rn0 . Let A be any n ˆ k real matrix
whose columns are a basis for a k-dimensional subspace V Ď Rn. Then the n ˆ n matrix
ApATAq´1AT is the orthogonal projection onto this subspace and the matrix I´ApATAq´1AT

is the orthogonal projection onto the orthogonal complement V K Ď Rn. Let 1 P Rn be the
vector of all ones so that Rn0 “ pR1qK. Since the matrix

1p1T1q´11T “
11T

1T1
“

1

n
11T “

1

n

¨

˚

˚

˚

˝

1 1 ¨ ¨ ¨ 1
1 1 ¨ ¨ ¨ 1
...

...
. . .

...
1 1 ¨ ¨ ¨ 1

˛

‹

‹

‹

‚

is the projection onto the line R1 we conclude that P :“ I ´ 1
n11T is the projection onto the

hyperplane Rn0 . In particular, the standard basis vector ei P Rn projects to

Li :“ pI ´
1

n
11T qei “ ei ´

1

n
pe1 ` e2 ` ¨ ¨ ¨ ` enq P Rn0 .

Here is a picture of the situation when n “ 3:

28



I claim that PZn is the weight lattice and that L1, L2, . . . , Ln´1 is an integral basis:

Ω “ PZn “ ZL1 ‘ ZL2 ‘ ¨ ¨ ¨ ‘ ZLn´1.

To see this, first note L1, L2, . . . , Ln is an integral spanning set because

PZn “ P pZe1 ` Ze2 ` ¨ ¨ ¨ ` Zenq
“ ZPe1 ` ZPe2 ` ¨ ¨ ¨ ` ZPen
“ ZL1 ` ZL2 ` ¨ ¨ ¨ ` ZLn.

But the vector Ln is redundant because of the integral relation

P1 “ 0

P pe1 ` e2 ` ¨ ¨ ¨ ` enq “ 0

Pe1 ` Pe2 ` ¨ ¨ ¨ ` Pen “ 0

L1 ` L2 ` ¨ ¨ ¨ ` Ln “ 0.

Finally, since dimRn0 “ n´ 1 we see that the vectors L1, . . . , Ln´1 are linearly independent.

Now let us show that the projection of Zn is the same as the weight lattice, i.e., the preimage
of ZpSUpnqq under the exponential map Rn0 Ñ T0 Ď SUpnq. To do this we first compute the
preimage under the map exp : Rn Ñ T0 and then intersect with Rn0 . So consider any x P Rn
and observe that exppxq P ZpSUpnqq “ tλI : λn “ 1u if and only if x ´ α1 P Zn for some
α P 1

nZ. It follows that the preimage of ZpSUpnqq under the map exp : Rn Ñ T0 is

exp´1 pZpSUpnqqq “ Zn `
1

n
Z1,
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which is the same as

tpx1 ` α, x2 ` α, . . . , xn´1 ` α, αq : xi P Z, α P
1

n
Zu.

Then the preimage under the map exp : Rn0 Ñ T0 is the intersection:

exp´1 pZpSUpnqqq X Rn0

“ tpx1 ` α, . . . , xn´1 ` α, αq : xi P Z, α P
1

n
Z, x1 ` ¨ ¨ ¨ ` xn´1 ` nα “ 0u

“ tpx1 ` α, . . . , xn´1 ` α, αq : xi P Z, α “ ´
1

n
px1 ` ¨ ¨ ¨ ` xn´1qu

“ tx1L1 ` x2L2 ` ¨ ¨ ¨ ` xn´1Ln´1 : xi P Zu
“ ZL1 ` ZL2 ` ¨ ¨ ¨ ` ZLn
“ PZn.

Finally, we connect this to the abstract theory of root systems by choosing a canonical basis.
Since the system of integer linear equations

ω1 “ L1

ω2 “ L1 ` L2

...

ωn´1 “ L1 ` L2 ` ¨ ¨ ¨ ` Ln´1,

has determinant 1 (which is an invertible element of Z) we see that ωi is another integer basis
for the weight lattice. To show that this is the system of fundamental weights corresponding
to the simple roots αj we must show that pωi, αjq “ δij . For this we first note that

pLi, Ljq “ pei ´
1

n
1, ej ´

1

n
1q

“ pei, ejq ´
1

n
pei,1q ´

1

n
p1, ejq `

1

n
p1,1q

“ pei, ejq ´
1

n
¨ 1´

1

n
¨ 1`

1

n
¨ n

“ pei, ejq ´
1

n
.

We also note that Li ´ Li`1 “ pei ´
1
n1q ´ pei`1 ´

1
n1q “ ei ´ ei`1 “ αi. Then we have

pωi, αjq “ pL1 ` ¨ ¨ ¨ ` Li, Lj ´ Lj`1q

“

i
ÿ

k“1

pLk, Ljq ´
i
ÿ

k“1

pLk, Lj`1q

“

i
ÿ

k“1

„

pek, ejq ´
1

n



´

i
ÿ

k“1

„

pek, ej`1q ´
1

n
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“

i
ÿ

k“1

pek, ejq ´
i
ÿ

k“1

pek, ej`1q

“ pe1 ` ¨ ¨ ¨ ` ei, ej ´ ej`1q “ δij .

I owe you a proof that SUpnq is simply connected.

Sketch Proof that SUpnq is Simply Connected. First note that the trivial group SUp1q “
t1u is simply connected, i.e.,

π1pSUp1qq “ 1.

Now let n ą 1 and observe that the unitary matrices Upnq preserve the length 1 vectors in
Cn, which form a real 2n-dimensional sphere S2n Ď Cn. In fact, the subgroup SUpnq acts
transitively on this sphere with stabilizer isomorphic to SUpn´ 1q. From the fiber bundle

SUpn´ 1q Ñ SUpnq Ñ SUpnq{SUpn´ 1q “ S2n

we obtain a long exact sequence of homotopy groups:

¨ ¨ ¨ Ñ π2pS
2nq Ñ π1pSUpn´ 1qq Ñ π1pSUpnqq Ñ π1pS

2nq Ñ ¨ ¨ ¨ .

Then since π2pS
2nq “ π1pS

2nq “ 1 we conclude that

π1pSUpn´ 1qq – π1pSUpnqq

and the result follows by induction.

By Cartan-Iwasawa-Malcev it follows that SLnpCq is also simply connected. Now let me
summarize the situation in type A.

• The groups SUpnq and SLnpCq are simply connected and have center isomorphic to the
weight lattice modulo the root lattice:

ZpSUpnqq “ ZpSLnpCqq – Ω{Λ – Z{n.

• We saw that SUpnq is the maximal compact subgroup in SLnpCq. Later we will see
that SLnpCq is the “complexification” of SUpnq. Every root system has a unique pair of
simply connected groups K Ď KC with these properties.

• The groups PSUpnq “ SUpnq{ZpSUpnqq and PSLnpCq “ SLnpCq{ZpSLnpCqq have no
discrete normal subgroups and have fundamental group isomorphic to the weight lattice
modulo the root lattice

π1pPSUpnqq “ π1pPSLnpCqq – Ω{Λ – Z{n.

• Later we will see that PSUpnq and PSLnpCq also have no non-discrete normal subgroups,
hence they are both simple groups. Again, every root system has a unique pair of groups
PK Ď PKC with these properties.
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Types B and D

Maximal Tori in SOpnq. How does this relate to type B and D root systems?

Unfortunately the group SOpnq is not simply connected. Cartan-Dieudonné. SOpnq generated
by simple rotations. Quaternions and Clifford Algebras.

Weyl Groups

Abelian Groups and Fourier Analysis

Tori. Quantization of charge. Characters of tori.

Weyl Integration

Class functions determined by tori.
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